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Foreword

The Intergovernmental Panel on Climate Change (IPCC)
was jointly established by the World Meteorological
Organisation and the United Nations Environment
Programme in 1988, in order to: (i) assess available
scientific information on climate change, (ii) assess the
environmental and socio-economic impacts of climate
change, and (iii) formulate response strategies. The IPCC
First Assessment Report was completed in August 1990
and served as the basis for negotiating the UN Framework
Convention on Climate Change. The IPCC also completed
its 1992 Supplement and “Climate Change 1994: Radiative
Forcing of Climate Change and An Evaluation of the [PCC
IS92 Emission Scenarios” to assist the Convention process
further.

In 1992, the Panel reorganised its Working Groups II
and HI and committed itself to complete a Second
Assessment in 1995, not only updating the information on
the same range of topics as in the First Assessment, but
also including the new subject area of technical issues
related to the economic aspects of climate change. We
applaud the IPCC for producing its Second Assessment
Report (SAR) as scheduled. We are convinced that the
SAR, like the earlier IPCC Reports, will become a standard
work of reference, widely used by policymakers, scientists
and other experts.

This volume, which forms part of the SAR, has been
produced by Working Group I of the IPCC, and focuses on
the science of climate change. It consists of 11 chapters
covering the physical climate system, the factors that drive
climate change, analyses of past climate and projections of
future climate change, and detection and attribution of
human influence on recent climate.

As usual in the IPCC, success in producing this report
has depended upon the enthusiasm and co-operation of
numerous busy scientists and other experts world-wide.
We are exceedingly pleased to note here the very special
efforts made by the IPCC in ensuring the participation of
scientists and other experts in its activities, in particular in

the writing, reviewing, and revising of its reports. The
scientists and experts from the developed, developing and
transitional economy countries have given of their time
very generously, and governments have supported them, in
the enormous intellectual and physical effort required,
often going substantially beyond reasonable demands of
duty. Without such conscientious and professional
involvement, the IPCC would be greatly impoverished.
We express to all these scientists and experts, and the
governments who supported them, our sincere appreciation
for their commitment.

We take this opportunity to express our gratitude to the
following individuals for nurturing another IPCC report
through to a successful completion:

Prof. Bolin, the Chairman of the IPCC, for his able
leadership and skilful guidance of the IPCC; the Co-
Chairmen of Working Group I, Sir John Houghton (United
Kingdom) and Dr. L.G. Meira Filho (Brazil); the Vice-
Chairmen of the Working Group, Prof. Ding Yihui
(China), Mr. A.B. Diop (Senegal) and Prof. D. Ehhalt
(Germany);

Dr. B.A. Callander, the Head of the Technical Support
Unit of the Working Group and his staff, Ms. K. Maskell,
Mrs. J. A. Lakeman and Mrs. F. Mills, with additional
assistance from Dr. N. Harris (European Ozone Research
Co-ordinating Unit, Cambridge), Dr. A. Kattenberg (Royal
Netherlands Meteorological Institute); and Dr. N.
Sundararaman, the Secretary of the IPCC and his staff
including Mr. S. Tewungwa, Mrs. R. Bourgeois, Ms. C.
Ettori and Ms. C. Tanikie.

G.O.P. Obasi
Secretary-General
World Meteorological Organisation

Ms. E. Dowdeswell
Executive Director
United Nations Environment Programme
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IPCC reports are formally described as “approved” or “accepted”. An “approved”
report has been subject to detailed, line-by-line discussion and agreement in a plenary
meeting of the relevant IPCC Working Group. For practical reasons only short
documents can be formally approved, and larger documents are “accepted” by the
Working Group, signifying its view that a report presents a comprehensive, objective
and balanced view of the subject matter. In this report, the Summary for Policymakers
has been approved, and the Technical Summary and Chapters 1 to 11 have been
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Preface

This report is the most comprehensive assessment of the
science of climate change since Working Group I (WGI) of
the IPCC produced its first report Climate Change: The
IPCC Scientific Assessment in 1990. It enlarges and
updates information contained in that assessment and also
in the interim reports produced by WGI in 1992 and 1994.
The first IPCC Assessment Report of 1990 concluded that
continued accumulation of anthropogenic greenhouse gases
in the atmosphere would lead to climate change whose rate
and magnitude were likely to have important impacts on
natural and human systems. The IPCC Supplementary
Report of 1992, timed to coincide with the final
negotiations of the United Nations Framework Convention
on Climate Change in Rio de Janeiro (June 1992), added
new quantitative information on the climatic effects of
aerosols but confirmed the essential conclusions of the
1990 assessment concerning our understanding of climate
and the factors affecting it. The 1994 WGI report Radiative
Forcing of Climate Change examined in depth the
mechanisms that govern the relative importance of human
and natural factors in giving rise to radiative forcing, the
“driver” of climate change. The 1994 report incorporated
further advances in the quantification of the climatic effects
of aerosols, but it also found no reasons to alter in any
fundamental way those conclusions of the 1990 report
which it addressed.

We believe the essential message of this report continues
to be that the basic understanding of climate change and the
human role therein, as expressed in the 1990 report, still
holds: carbon dioxide remains the most important
contributor to anthropogenic forcing of climate change;
projections of future global mean temperature change and
sea level rise confirm the potential for human activities to
alter the Earth’s climate to an extent unprecedented in
human history; and the long time-scales governing both the
accumulation of greenhouse gases in the atmosphere and
the response of the climate system to those accumulations,
means that many important aspects of climate change are
effectively irreversible. Further, that observations suggest
“a discernible human influence on global climate”, one of
the key findings of this report, adds an important new
dimension to the discussion of the climate change issue.

An important political development since 1990 has been
the entry into force of the UN Framework Convention on

Climate Change (FCCC). IPCC is recognised as a prime
source of scientific and technical information to the FCCC,
and the underlying aim of this report is to provide objective
information on which to base global climate change
policies that will meet the ultimate aim of the FCCC —
expressed in Article 2 of the Convention — of stabilisation
of greenhouse gases at some level that has yet to be
quantified but which is defined as one that will “prevent
dangerous anthropogenic interference with the climate
system”. Because the definition of “dangerous” will
depend on value judgements as well as upon observable
physical changes in the climate system, such policies will
not rest on purely scientific grounds, and the companion
IPCC reports by WGII on Impacts, Adaprations and
Mitigation of Climate Change, and by WGIII on Economic
and Social Dimensions of Climate Change provide some of
the background information on which the wider debate will
be based. Together the three WG reports establish a basis
for an IPCC synthesis of information relevant to
interpreting Article 2 of the FCCC. An important
contribution of WGI to this synthesis has been an analysis
of the emission pathways for carbon dioxide that would
lead to a range of hypothetical stabilisation levels.

This report was compiled between October 1994 and
November 1995 by 78 lead authors from 20 countries.
First drafts of the chapters were circulated for informal
review by experts in early 1995, before further revision in
March. At that time, drafts of the Summary for
Policymakers and the Technical Summary were also
prepared by the lead authors assisted by a few additional
experts with experience of the science-policy interface.
Formal review of the chapters and the summaries by
governments, non-governmental organisations (NGOs) and
individual experts took place during May to July. Over 400
contributing authors from 26 countries submitted draft text
and information to the lead authors and over 500 reviewers
from 40 countries submitted valuable suggestions for
improvement during the review process. The hundreds of
comments received were carefully analysed and
assimilated in a revised document that was distributed to
countries and NGOs six weeks in advance of the fifth
session of WGI in Madrid, 27-29 November 1995. There,
the Summary for Policymakers was approved in detail and
the rest of the report accepted. Participants included 177
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delegates from 96 countries, representatives from 14 NGOs
and 28 lead authors.

We wish first of all to express our sincere appreciation to
the lead authors whose expertise, diligence and patience
have underpinned the successful completion of this effort,
and to the many contributors and reviewers for their
valuable and painstaking work. We are grateful to the
governments of Sweden, UK and USA which hosted
drafting sessions in their countries, and to the government
of Spain which hosted the final session of Working Group I
in Madrid at which the documents were accepted and
approved. The IPCC Trust Fund, contributed to by many
countries, supported the participation of many developing
country scientists in the completion of this report. The
WGI Technical Support Unit was funded by the UK
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government with assistance from the Netherlands, and we
echo the appreciation expressed in the Foreword to the
members of the Technical Support Unit. The graphics
section of the UK Meteorological Office provided skilful
assistance in the preparation of the hundreds of diagrams of
this report.

Bert Bolin
IPCC chairman

John Houghton
Co-chair (UK) IPCC WGI

L. Gylvan Meira Filho
Co-chair (Brazil) IPCC WGI




Summary for Policymakers

This summary, approved in detail at the fifth session of [IPCC Working Group I,
(Madrid, 27-29 November 1995), represents the formally agreed statement of
the IPCC concerning current understanding of the science of climate change.






Summary for Policymakers

Considerable progress has been made in the understanding
of climate change! science since 1990 and new data and
analyses have become available.

Greenhouse gas concentrations have continued to increase

Increases in greenhouse gas concentrations since pre-
industrial times (i.e., since about 1750) have led to a
positive radiative forcing? of climate, tending to warm the
surface and to produce other changes of climate.

* The atmospheric concentrations of greenhouse gases,
inter alia carbon dioxide (CO,), methane (CH,) and
nitrous oxide (N,O) have grown significantly: by
about 30%, 145% and 15% respectively (values for
1992). These trends can be attributed largely to
human activities, mostly fossil fuel use, land-use
change and agriculture.

* The growth rates of COZ, CH4 and N, O concentrations
were low during the early 1990s. While this apparently
natural variation is not yet fully explained, recent data
indicate that the growth rates are currently comparable
to those averaged over the 1980s.

* The direct radiative forcing of the long-lived
greenhouse gases (2.45 Wm) is due primarily to
increases in the concentrations of CO, (1.56 Wm2),
CH, (0.47 Wm™) and N,O (0.14 Wm'2) (1992 values).

* Many greenhouse gases remain in the atmosphere for
a long time (for CO, and N,O, many decades to
centuries), hence they affect radiative forcing on long
time-scales.

» The direct radiative forcing due to the CFCs and
HCFCs combined is 0.25 Wm2. However, their net
radiative forcing is reduced by about 0.1 Wm2 because
they have caused stratospheric ozone depletion which
gives rise to a negative radiative forcing.

* Growth in the concentration of CFCs, but not
HCFCs, has slowed to about zero. The
concentrations of both CFCs and HCFCs, and their
consequent ozone depletion, are expected to decrease
substantially by 2050 through implementation of the
Montreal Protocol and its Adjustments and
Amendments.

* At present some long-lived greenhouse gases
(particularly HFCs (a CFC substitute), PFCs and
SF6) contribute little to radiative forcing but their
projected growth could contribute several per cent to
radiative forcing during the 21st century.

* [If carbon dioxide emissions were maintained at near
current (1994) levels, they would lead to a nearly
constant rate of increase in atmospheric
concentrations for at least two centuries, reaching
about 500 ppmv (approaching twice the pre-
industrial concentration of 280 ppmv) by the end of
the 21st century.

* A range of carbon cycle models indicates that
stabilisation of atmospheric CO, concentrations at
450, 650 or 1000 ppmv could be achieved only if
global anthropogenic CO, emissions drop to 1990
levels by, respectively, approximately 40, 140 or 240
years from now, and drop substantially below 1990
levels subsequently.

* Any eventual stabilised concentration is governed
more by the accumulated anthropogenic CO,
emissions from now until the time of stabilisation,
than by the way those emissions change over the
period. This means that, for a given stabilised
concentration value, higher emissions in early
decades require lower emissions later on. Among the
range of stabilisation cases studied, for stabilisation
at 450, 650 or 1000 ppmv accumulated
anthropogenic emissions over the period 1991 to
2100 are 630 GtC3, 1030 GtC, and 1410 GtC
respectively (= approximately 15% in each case).

I Climate change in IPCC Working Group I usage refers to any
change in climate over time whether due to natural variability or
as a result of human activity. This differs from the usage in the
Framework Convention on Climate Change where climate change
refers to a change of climate which is attributed directly or
indirectly to human activity that alters the composition of the
global atmosphere and which is in addition to natural climate
variability observed over comparable time periods.

2 A simple measure of the importance of a potential climate
change mechanism. Radiative forcing is the perturbation to the
energy balance of the Earth-atmosphere system (in watts per
square metre [Wm™2]).

3 1 GtC = 1 billion (10°) tonnes of carbon.



For comparison the corresponding accumulated
emissions for IPCC [S92 emission scenarios range
from 770 to 2190 GtC.

* Stabilisation of CH, and N,O concentrations at
today’s levels would involve reductions in
anthropogenic emissions of 8% and more than 50%
respectively.

* There is evidence that tropospheric ozone
concentrations in the Northern Hemisphere have
increased since pre-industrial times because of human
activity and that this has resulted in a positive radiative
forcing. This forcing is not yet well characterised, but
it is estimated to be about 0.4 Wm™ (15% of that from
the long-lived greenhouse gases). However the
observations of the most recent decade show that the
upward trend has slowed significantly or stopped.

Anthropogenic aerosols tend to produce negative
radiative forcing

*» Tropospheric aerosols (microscopic airborne
particles) resulting from combustion of fossil fuels,
biomass burning and other sources have led to a
negative direct forcing of about 0.5 Wm, as a global
average, and possibly also to a negative indirect
forcing of a similar magnitude. While the negative
forcing is focused in particular regions and
subcontinental areas, it can have continental to
hemispheric scale effects on climate patterns.

* Locally, the aerosol forcing can be large enough to
more than offset the positive forcing due to
greenhouse gases.

¢ In contrast to the long-lived greenhouse gases,
anthropogenic aerosols are very short-lived in the
atmosphere, hence their radiative forcing adjusts
rapidly to increases or decreases in emissions.

Climate has changed over the past century

At any one location year-to-year variations in weather can be
large, but analyses of meteorological and other data over
large areas and over periods of decades or more have
provided evidence for some important systematic changes.

¢ Global mean surface air temperature has increased by
between about 0.3 and 0.6°C since the late 19th
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century; the additional data available since 1990 and
the re-analyses since then have not significantly
changed this range of estimated increase.

* Recent years have been among the warmest since
1860, i.e., in the period of instrumental record, despite
the cooling effect of the 1991 Mt. Pinatubo volcanic
eruption.

* Night-time temperatures over land have generally
increased more than daytime temperatures.

* Regional changes are also evident. For example, the
recent warming has been greatest over the mid-
latitude continents in winter and spring, with a few
areas of cooling, such as the North Atlantic ocean.
Precipitation has increased over land in high latitudes
of the Northern Hemisphere, especially during the
cold season.

* QGlobal sea level has risen by between 10 and 25 cm
over the past 100 years and much of the rise may be
related to the increase in global mean temperature.

* There are inadequate data to determine whether
consistent global changes in climate variability or
weather extremes have occurred over the 20th century.
On regional scales there is clear evidence of changes
in some extremes and climate variability indicators
(e.g., fewer frosts in several widespread areas; an
increase in the proportion of rainfall from extreme
events over the contiguous states of the USA). Some
of these changes have been toward greater variability;
some have been toward lower variability.

e The 1990 to mid-1995 persistent warm-phase of the
El Nifio-Southern Oscillation (which causes droughts
and floods in many areas) was unusual in the context
of the last 120 years.

The balance of evidence suggests a discernible human
influence on global climate

Any human-induced effect on climate will be superimposed
on the background “noise” of natural climate variability,
which results both from internal fluctuations and from
external causes such as solar variability or volcanic eruptions.
Detection and attribution studies attempt to distinguish
between anthropogenic and natural influences. “Detection of
change” is the process of demonstrating that an observed
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change in climate is highly unusual in a statistical sense, but
does not provide a reason for the change. “Attribution” is the
process of establishing cause and effect relations, including
the testing of competing hypotheses.

Since the 1990 IPCC Report, considerable progress has
been made in attempts to distinguish between natural and
anthropogenic influences on climate. This progress has been
achieved by including effects of sulphate aerosols in addition
to greenhouse gases, thus leading to more realistic estimates
of human-induced radiative forcing. These have then been
used in climate models to provide more complete simulations
of the human-induced climate-change “signal”. In addition,
new simulations with coupled atmosphere-ocean models
have provided important information about decade to century
time-scale natural internal climate variability. A further major
area of progress is the shift of focus from studies of global-
mean changes to comparisons of modelled and observed
spatial and temporal patterns of climate change.

The most important results related to the issues of
detection and attribution are:

* The limited available evidence from proxy climate
indicators suggests that the 20th century global mean
temperature is at least as warm as any other century
since at least 1400 AD. Data prior to 1400 are too
sparse to allow the reliable estimation of global mean
temperature.

* Assessments of the statistical significance of the
observed global mean surface air temperature trend
over the last century have used a variety of new
estimates of natural internal and externally forced
variability. These are derived from instrumental data,
palaeodata, simple and complex climate models, and
statistical models fitted to observations. Most of
these studies have detected a significant change and
show that the observed warming trend is unlikely to
be entirely natural in origin.

* More convincing recent evidence for the attribution
of a human effect on climate is emerging from
pattern-based studies, in which the modelled climate

response to combined forcing by greenhouse gases

and anthropogenic sulphate aerosols is compared
with observed geographical, seasonal and vertical
patterns of atmospheric temperature change. These
studies show that such pattern correspondences
increase with time, as one would expect as an
anthropogenic signal increases in strength.
Furthermore, the probability is very low that these
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correspondences could occur by chance as a result of
natural internal variability only. The vertical patterns
of change are also inconsistent with those expected
for solar and volcanic forcing.

*  Our ability to quantify the human influence on global
climate is currently limited because the expected
signal is still emerging from the noise of natural
variability, and because there are uncertainties in key
factors. These include the magnitude and patterns of
long term natural variability and the time-evolving
pattern of forcing by, and response to, changes in
concentrations of greenhouse gases and aerosols, and
land surface changes. Nevertheless, the balance of
evidence suggests that there is a discernible human
influence on global climate.

Climate is expected to continue to change in the future

The IPCC has developed a range of scenarios, 1S92a-f, of
future greenhouse gas and aerosol precursor emissions
based on assumptions concerning population and economic
growth, land-use, technological changes, energy
availability and fuel mix during the period 1990 to 2100.
Through understanding of the global carbon cycle and of
atmospheric chemistry, these emissions can be used to
project atmospheric concentrations of greenhouse gases
and aerosols and the perturbation of natural radiative
forcing. Climate models can then be used to develop
projections of future climate.

» The increasing realism of simulations of current and
past climate by coupled atmosphere-ocean climate
models has increased our confidence in their use for
projection of future climate change. Important
uncertainties remain, but these have been taken into
account in the full range of projections of global
mean temperature and sea level change.

* For the mid-range [PCC emission scenario, [S92a,
assuming the “best estimate” value of climate
sensitivity! and including the effects of future
increases in aerosol, models project an increase in

! In IPCC reports, climate sensitivity usually refers to the long
term (equilibrium) change in global mean surface temperature
following a doubling of atmospheric equivalent CO, concentration.
More generally, it refers to the equilibrium change in surface air
temperature following a unit change in radiative forcing (°C/Wm?).



global mean surface air temperature relative to 1990
of about 2°C by 2100. This estimate is approximately
one third lower than the “best estimate” in 1990. This
is due primarily to lower emission scenarios
(particularly for CO, and the CFCs), the inclusion of
the cooling effect of sulphate aerosols, and
improvements in the treatment of the carbon cycle.
Combining the lowest [IPCC emission scenario
(IS92c) with a “low” value of climate sensitivity and
including the effects of future changes in aerosol
concentrations leads to a projected increase of about
[°C by 2100. The corresponding projection for the
highest IPCC scenario (IS92e) combined with a
“high” value of climate sensitivity gives a warming
of about 3.5°C. In all cases the average rate of
warming would probably be greater than any seen in
the last 10,000 years, but the actual annual to decadal
changes would include considerable natural
variability. Regional temperature changes could
differ substantially from the global mean value.
Because of the thermal inertia of the oceans, only 50-
90% of the eventual equilibrium temperature change
would have been realised by 2100 and temperature
would continue to increase beyond 2100, even if
concentrations of greenhouse gases were stabilised
by that time.

Average sea level is expected to rise as a result of
thermal expansion of the oceans and melting of
glaciers and ice-sheets. For the 1S92a scenario,
assuming the “best estimate” values of climate
sensitivity and of ice melt sensitivity to warming, and
including the effects of future changes in aerosol,
models project an increase in sea level of about 50
cm from the present to 2100. This estimate is
approximately 25% lower than the “best estimate” in
1990 due to the lower temperature projection, but
also reflecting improvements in the climate and ice
melt models. Combining the lowest emission
scenario (IS92c) with the “low” climate and ice melt
sensitivities and including aerosol effects gives a
projected sea level rise of about 5 ¢cm from the
present to 2100. The corresponding projection for the
highest emission scenario (IS92e) combined with
“high” climate and ice-melt sensitivities gives a sea
level rise of about 95 c¢m from the present to 2100.
Sea level would continue to rise at a similar rate in
future centuries beyond 2100, even if concentrations
of greenhouse gases were stabilised by that time, and
would continue to do so even beyond the time of
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stabilisation of global mean temperature. Regional
sea level changes may differ from the global mean
value owing to land movement and ocean current
changes.

Confidence is higher in the hemispheric-to-
continental scale projections of coupled atmosphere-
ocean climate models than in the regional
projections, where confidence remains low. There is
more confidence in temperature projections than
hydrological changes.

All model simulations, whether they were forced
with increased concentrations of greenhouse gases
and aerosols or with increased concentrations of
greenhouse gases alone, show the following features:
greater surface warming of the land than of the sea in
winter; a maximum surface warming in high northern
Jatitudes in winter, little surface warming over the
Arctic in summer; an enhanced global mean
hydrological cycle, and increased precipitation and
soil moisture in high latitudes in winter. All these
changes are associated with identifiable physical
mechanisms.

In addition, most simulations show a reduction in the
strength of the north Atlantic thermohaline
circulation and a widespread reduction in diurnal
range of temperature. These features too can be
explained in terms of identifiable physical
mechanisms.

The direct and indirect effects of anthropogenic
acrosols have an important effect on the projections.
Generally, the magnitudes of the temperature and
precipitation changes are smaller when aerosol
effects are represented, especially in northern mid-
latitudes. Note that the cooling effect of aerosols is
not a simple offset to the warming effect of
greenhouse gases, but significantly affects some of
the continental scale patterns of climate change, most
noticeably in the summer hemisphere. For example,
models that consider only the effects of greenhouse
gases generally project an increase in precipitation
and soil moisture in the Asian summer monsoon
region, whereas models that include, in addition,
some of the effects of aerosols suggest that monsoon
precipitation may decrease. The spatial and temporal
distribution of aerosols greatly influence regional
projections, which are therefore more uncertain.
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* A general warming is expected to lead to an increase
in the occurrence of extremely hot days and a
decrease in the occurrence of extremely cold days.

*  Warmer temperatures will lead to a more vigorous
hydrological cycle; this translates into prospects for
more severe droughts and/or floods in some places
and less severe droughts and/or floods in other
places. Several models indicate an increase in
precipitation intensity, suggesting a possibility for
more extreme rainfall events. Knowledge is currently
insufficient to say whether there will be any changes
in the occurrence or geographical distribution of
severe storms, e.g., tropical cyclones.

» Sustained rapid climate change could shift the
competitive balance among species and even lead to
forest dieback, altering the terrestrial uptake and
release of carbon. The magnitude is uncertain, but
could be between zero and 200 GtC over the next one
to two centuries, depending on the rate of climate
change.

There are still many uncertainties

Many factors currently limit our ability to project and
detect future climate change. In particular, to reduce
uncertainties further work is needed on the following
priority topics:
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¢ estimation of future emissions and biogeochemical
cycling (including sources and sinks) of greenhouse
gases, aerosols and aerosol precursors and projections
of future concentrations and radiative properties;

* representation of climate processes in models,
especially feedbacks associated with clouds, oceans,
sea ice and vegetation, in order to improve projections
of rates and regional patterns of climate change;

* systematic collection of long-term instrumental and
proxy observations of climate system variables (e.g.,
solar output, atmospheric energy balance components,
hydrological cycles, ocean characteristics and
ecosystem changes) for the purposes of model testing,
assessment of temporal and regional variability and
for detection and attribution studies.

Future unexpected, large and rapid climate system changes
(as have occurred in the past) are, by their nature, difficult to
predict. This implies that future climate changes may also
involve “surprises”. In particular these arise from the non-
linear nature of the climate system. When rapidly forced,
non-linear systems are especially subject to unexpected
behaviour. Progress can be made by investigating non-linear
processes and sub-components of the climatic system.
Examples of such non-linear behaviour include rapid
circulation changes in the North Atlantic and feedbacks
associated with terrestrial ecosystem changes.
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Technical Summary

A Introduction

The IPCC Scientific Assessment Working Group (WGI)
was established in 1988 to assess available information on
the science of climate change, in particular that arising
from human activities. In performing its assessments the
Working Group is concerned with:

* developments in the scientific understanding of past
and present climate, of climate variability, of climate
predictability and of climate change including
feedbacks from climate impacts;

* progress in the modelling and projection of global
and regional climate and sea level change;

» observations of climate, including past climates, and
assessment of trends and anomalies;

* gaps and uncertainties in current knowledge.

The first Scientific Assessment in 1990 concluded that
the increase in atmospheric concentrations of greenhouse
gases since the pre-industrial period! had altered the energy
balance of the Earth/atmosphere and that global warming
would result. Model simulations of global warming due to
the observed increase of greenhouse gas concentrations over
the past century tended towards a central estimate of about
1°C while analysis of the instrumental temperature record,
on the other hand, revealed warming of around 0.5°C over
the same period. The 1990 report concluded: “The size of
this warming is broadly consistent with predictions of
climate models, but it is also of the same magnitude as
natural climate variability. Thus the observed increase could
be largely due to this natural variability; alternatively this
variability and other human factors could have offset a still
larger human-induced greenhouse warming.”

A primary concern identified by IPCC (1990) was the
expected continued increase in greenhouse gas concentrations
as a result of human activity, leading to significant climate
change in the coming century. The projected changes in
temperature, precipitation and soil moisture were not uniform
over the globe. Anthropogenic aerosols were recognised as a
possible source of regional cooling but no quantitative
estimates of their effects were available.

The TPCC Supplementary Report in 1992 confirmed, or
found no reason to alter, the major conclusions of TPCC
(1990). It presented a new range of global mean
temperature projections based on a new set of IPCC
emission scenarios (IS92 a to f) and reported progress in
quantifying the effects of anthropogenic aerosols. Ozone

! The pre-industrial period is defined as the several centuries
preceding 1750.
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depletion due to chlorofluorocarbons (CFCs) was
recognised as a cause of negative radiative forcing, reducing
the global importance of CFCs as greenhouse gases.

The 1994 WGI report on Radiative Forcing of Climate
Change provided a detailed assessment of the global
carbon cycle and of aspects of atmospheric chemistry
governing the abundance of non-CO, greenhouse gases.
Some pathways that would stabilise atmospheric
greenhouse gas concentrations were examined, and new or
revised calculations of Global Warming Potential for 38
species were presented. The growing literature on
processes governing the abundance and radiative properties
of aerosols was examined in considerable detail, including
new information on the climatic impact of the 1991
eruption of Mt. Pinatubo.

The Second IPCC Assessment of the Science of Climate
Change presents a comprehensive assessment of climate
change science as of 1995, including updates of relevant
material in all three preceding reports. Key issues
examined in the Second Assessment concern the relative
magnitude of human and natural factors in driving changes
in climate, including the role of aerosols; whether a human
influence on present-day climate can be detected; and the
estimation of future climate and sea level change at both
global and continental scales.

The United Nations Framework Convention on Climate
Change (FCCC) uses the term “climate change” to refer
exclusively to change brought about by human activities. A
more generic usage is common in the scientific community
where it is necessary to be able to refer to change arising
from any source. In particular scientists refer to past
climate change and address the complex issue of separating
natural and human causes in currently observed changes.
However, the climate projections covered in this document
relate only to future climate changes resulting from human
influences, since it is not yet possible to predict the
fluctuations due to volcanoes and other natural influences.
Consequently the use of the term “climate change” here,
when referring to future change, is essentially the same as
the usage adopted in the FCCC.

B Greenhouse Gases, Aerosols and their Radiative
Forcing

Human activities are changing the atmospheric
concentrations and distributions of greenhouse gases and
aerosols. These changes can produce a radiative forcing by
changing either the reflection or absorption of solar
radiation, or the emission and absorption of terrestrial
radiation (see Box 1).
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Box 1: What drives changes in climate?

The Earth absorbs radiation from the Sun, mainly at the surface. This energy is then redistributed by the atmospheric
and oceanic circulation and radiated to space at longer (“terrestrial” or “infrared”) wavelengths. On average, for the
Earth as a whole, the incoming solar energy is balanced by outgoing terrestrial radiation.

Any factor which alters the radiation received from the Sun or lost to space, or which alters the redistribution of
energy within the atmosphere, and between the atmosphere, land and ocean, can affect climate. A change in the energy
available to the global Earth/atmosphere system is termed here, and in previous IPCC reports, a radiative forcing.

Increases in the concentrations of greenhouse gases will reduce the efficiency with which the Earth cools to space.
More of the outgoing terrestrial radiation from the surface is absorbed by the atmosphere and emitted at higher
altitudes and colder temperatures. This results in a positive radiative forcing which tends to warm the lower
atmosphere and surface. This is the enhanced greenhouse effect — an enhancement of an effect which has operated in
the Earth’s atmosphere for billions of years due to the naturally occurring greenhouse gases: water vapour, carbon
dioxide, ozone, methane and nitrous oxide. The amount of warming depends on the size of the increase in
concentration of each greenhouse gas, the radiative properties of the gases involved, and the concentrations of other
greenhouse gases already present in the atmosphere.

Anthropogenic aerosols (small particles) in the troposphere, derived mainly from the emission of sulphur dioxide
from fossil fuel burning, and derived from other sources such as biomass burning, can absorb and reflect solar
radiation. In addition, changes in aerosol concentrations can alter cloud amount and cloud reflectivity through their
effect on cloud properties. In most cases tropospheric aerosols tend to produce a negative radiative forcing and cool
climate. They have a much shorter lifetime (days to weeks) than most greenhouse gases (decades to centuries) so their
concentrations respond much more quickly to changes in emissions.

Volcanic activity can inject large amounts of sulphur-containing gases (primarily sulphur dioxide) into the
stratosphere which are transformed into aerosols. This can produce a large, but transitory (i.e., a few years), negative
radiative forcing, tending to cool the Earth’s surface and lower atmosphere over periods of a few years.

The Sun’s output of energy varies by small amounts (0.1%) over an 11-year cycle, and variations over longer
periods occur. On time-scales of tens to thousands of years, slow variations in the Earth’s orbit, which are well
understood, have led to changes in the seasonal and latitudinal distribution of solar radiation; these changes have
played an important part in controlling the variations of climate in the distant past, such as the glacial cycles.

Any changes in the radiative balance of the Earth, including those due to an increase in greenhouse gases or in
aerosols, will tend to alter atmospheric and oceanic temperatures and the associated circulation and weather patterns.
These will be accompanied by changes in the hydrological cycle (for example, altered cloud distributions or changes
in rainfall and evaporation regimes).

Any human-induced changes in climate will be superimposed on a background of natural climatic variations which
occur on a whole range of space- and time-scales. Natural climate variability can occur as a result of changes in the
forcing of the climate system, for example due to aerosol derived from volcanic eruptions. Climate variations can also
occur in the absence of a change in external forcing, as a result of complex interactions between components of the
climate system such as the atmosphere and ocean. The El Nifio-Southern Oscillation (ENSO) phenomenon is an
example of such natural “internal” variability. To distinguish anthropogenic climate changes from natural variations, it
1s necessary to identify the anthropogenic “signal” against the background “noise™ of natural climate variability.

Information on radiative forcing was extensively B.I Carbon dioxide (co,)

reviewed in IPCC (1994). Summaries of the information in ~ CO, concentrations have increased from about 280 ppmv

that report and new results are presented here. The most
significant advance since IPCC (1994) is improved
understanding of the role of aerosols and their
representation in climate models.

in pre-industrial times to 358 ppmv in 1994 (Table 1, and
Figure la). There is no doubt that this increase is largely
due to human activities, in particular fossil fuel
combustion, but also land-use conversion and to a lesser
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Table 1: A sample of greenhouse gases affected by human activities.
co, CH, N, CFC-11 HCFC-22 CF,
(a CFC (a perfluoro-
substitute) carbon)
Pre-industrial concentration ~280 ppmv ~700 ppbv ~275 ppbv zero Zero Zero
Concentration in 1994 358 ppmv 1720 ppbv 3128 ppbv 2688 pptv* 110 pptv 728 pptv
Rate of concentration change* 1.5 ppmv/yr 10 ppbv/yr 0.8 ppbv/yr 0 pptv/yr 5 pptv/yr 1.2 pptv/yr
0.4%/yr 0.6%/yr 0.25%/yr 0%l/yr S5%lyr 2%lyr
Atmospheric lifetime (years) 5020077 12741 120 50 12 50,000

§  Estimated from 1992-93 data.

t 1pptv =1 part per trillion (million million) by volume.

11 No single lifetime for CO, can be defined because of the different rates of uptake by different sink processes.

11 This has been defined as an adjustment time which takes into account the indirect effect of methane on its own lifetime.

*  The growth rates of CO,, CH, and N, O are averaged over the decade beginning 1984 (see Figures 1 and 3); halocarbon
20 -4 2 g g

growth rates are based on recent years (1990s).

extent cement production (Table 2). The increase has led to
a radiative forcing of about +1.6 Wm2 (Figure 2). Prior to
this recent increase, CO, concentrations over the past 1000
years, a period when global climate was relatively stable,
fluctuated by about 10 ppmv around 280 ppmv.

The annual growth rate of atmospheric CO,
concentration was low during the early 1990s (0.6 ppmv/yr
in 1991/92). However, recent data indicate that the growth
rate is currently comparable to that averaged over the
1980s, around 1.5 ppmv/yr (Figure 1b). Isotopic data
suggest that the low growth rate resulted from fluctuations
in the exchanges of CO, between the atmosphere and both
the ocean and the terrestrial biosphere, possibly resulting
from climatic and biospheric variations following the
eruption of Mt. Pinatubo in June 1991. While
understanding these short-term fluctuations is important,
fluctuations of a few years’ duration are not relevant to
projections of future concentrations or emissions aimed at
estimating longer time-scale changes to the climate system.

The estimate of the 1980s’ carbon budget (Table 2)
remains essentially unchanged from IPCC (1994). While
recent data on anthropogenic emissions are available, there
are insufficient analyses of the other fluxes to allow an
update of this decadal budget to include the early years of
the 1990s. The net release of carbon from tropical land-use
change (mainly forest clearing minus regrowth) is roughly
balanced by carbon accumulation in other land ecosystems
due to forest regrowth outside the tropics, and by transfer to

other reservoirs stimulated by CO, and nitrogen fertilisation
and by decadal time-scale climatic effects. Model results
suggest that during the 1980s, CO, fertilisation resulted in a
transfer of carbon from the atmosphere to the biosphere of
0.5 to 2.0 GtC/yr and nitrogen fertilisation resulted in a
transfer of carbon from the atmosphere to the biosphere of
between 0.2 and 1.0 GtC/yr.

CO, is removed from the atmosphere by a number of
processes that operate on different time-scales, and is
subsequently transferred to various reservoirs, some of
which eventually return CO, to the atmosphere. Some
simple analyses of CO, changes have used the concept of a
single characteristic time-scale for this gas. Such analyses
are of limited value because a single time-scale cannot
capture the behaviour of CO, under different emission
scenarios. This is in contrast to methane, for example,
whose atmospheric lifetime is dominantly controlled by a
single process: oxidation by OH in the atmosphere. For
CO, the fastest process is uptake into vegetation and the
surface layer of the oceans which occurs over a few years.
Various other sinks operate on the century time-scale (e.g.,
transfer to soils and to the deep ocean) and so have a less
immediate, but no less important, effect on the
atmosphericconcentration. Within 30 years about 40-60%
of the CO, currently released to the atmosphere is removed.
However, if emissions were reduced, the CO2 in the
vegetation and ocean surface water would soon equilibrate
with that in the atmosphere, and the rate of removal would
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then be determined by the slower response of woody
vegetation, soils, and transfer into the deeper layers of the
ocean. Consequently, most of the excess atmospheric CO,
would be removed over about a century although a portion
would remain airborne for thousands of years because
transfer to the ultimate sink — ocean sediments — is very slow.

There is large uncertainty associated with the future role
of the terrestrial biosphere in the global carbon budget for
several reasons. First, future rates of deforestation and
regrowth in the tropics and mid-latitudes are difficult to
predict. Second, mechanisms such as CO2 fertilisation

Figure 1: (a) CO, concentrations over the past 1000 years from
ice core records (D47, D57, Siple and South Pole) and (since
1958) from Mauna Loa, Hawaii, measurement site. All ice core
measurements were taken in Antarctica. The smooth curve is
based on a hundred year running mean. The rapid increase in CO,
concentration since the onset of industrialisation is evident and
has followed closely the increase in CO, emissions from fossil
fuels (see inset of period from 1850 onwards). (b) Growth rate of
CO, concentration since 1958 in ppmv/yr at Mauna Loa. The
smooth curve shows the same data but filtered to suppress
variations on time-scales less than approximately 10 years.

remain poorly quantified at the ecosystem level. Over
decades to centuries, anthropogenic changes in atmospheric
CO2 content and climate may also alter the global
distribution of ecosystem types. Carbon could be released
rapidly from areas where forests die, although regrowth
could eventually sequester much of this carbon. Estimates
of this loss range from near zero to, at low probabilities, as
much as 200 GtC over the next one-to-two centuries,
depending on the rate of climate change.

The marine biota both respond to and can influence
climate change. Marine biota play a critical role in
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Table 2: Annual average anthropogenic carbon budget for
1980 to 1989. CO, sources, sinks and storage in the
atmosphere are expressed in GrC/yr.

CO, sources

(1) Emissions from fossil fuel

combustion and cement production 55£0.5"
(2) Net emissions from changes in 1.6 +1.0%
tropical land-use
(3) Total anthropogenic emissions = (1) + (2) 7.1x1.1
Partitioning amongst reservoirs -
(4) Storage in the atmosphere 33+£02
(5) Ocean uptake 20x£0.8
(6) Uptake by Northern Hemishere 0.5 +0.5%
forest regrowth
(7) Inferred sink: 3—(4+5+6) 1.3 +1.58

Notes:
* For comparison, emissions in 1994 were 6.1 GtC/yr.
@ Consistent with Chapter 24 of IPCC WGII (1995).

# This number is consistent with the independent estimate,
given in IPCC WGII (1995), of 0.7+0.2 GtC/yr for the mid-
and high latitude forest sink.

§ This inferred sink is consistent with independent estimates,
given in Chapter 9, of carbon uptake due to nitrogen
fertilisation (0.5+1.0 GtC/yr), plus the range of other uptakes
(0-2 GtClyr) due to CO, fertilisation and climatic effects.

depressing the atmospheric CO, concentration significantly
below its equilibrium state in the absence of biota. Changes
in nutrient supply to the surface ocean resulting from
changes in ocean circulation, coastal runoff and
atmospheric deposition, and changes in the amount of sea
ice and cloudiness, have the potential to affect marine
biogeochemical processes. Such changes would be
expected to have an impact (at present unquantifiable) on
the cycling of CO, and the production of other climatically
important trace gases. It has been suggested that a lack of
iron limits phytoplankton growth in certain ocean areas.
However, it is not likely that iron fertilisation of CO,
uptake by phytoplankton can be used to draw down
atmospheric CO,: even massive continual seeding of 10-
15% of the world oceans (the Southern Ocean) until 2100,
if it worked with 100% efficiency and no opposing side-
effects (e.g., increased N,O production), would reduce the
atmospheric CO, build-up projected by the IPCC (1990)
“Business-as-usual” emission scenario by less than 10%.
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Figure 2: Estimates of the globally and annually averaged
anthropogenic radiative forcing (in Wm~2) due to changes in
concentrations of greenhouse gases and aerosols from pre-industrial
times to the present (1992) and to natural changes in solar output
from 1850 to the present. The height of the rectangular bar
indicates a mid-range estimate of the forcing whilst the error bars
show an estimate of the uncertainty range, based largely on the
spread of published values; the “confidence level” indicates the
author’s confidence that the actual forcing lies within this error bar.
The contributions of individual gases to the direct greenhouse
forcing is indicated on the first bar. The indirect greenhouse
forcings associated with the depletion of stratospheric ozone and
the increased concentration of tropospheric ozone are shown in the
second and third bar respectively. The direct contributions of
individual tropospheric aerosol component are grouped into the
next set of three bars. The indirect aerosol effect, arising from the
induced change in cloud properties, is shown next; quantitative
understanding of this process is very limited at present and hence
no bar representing a mid-range estimate is shown. The final bar
shows the estimate of the changes in radiative forcing due to
variations in solar output. The forcing associated with stratospheric
aerosols resulting from volcanic eruptions is not shown, as it is very
variable over this time period. Note that there are substantial
differences in the geographical distribution of the forcing due to the
well-mixed greenhouse gases (mainly CO,, N,O, CH, and the
halocarbons) and that due to ozone and aerosols, which could lead
to significant differences in their respective global and regional
climate responses. For this reason, the negative radiative forcing
due to aerosols should not necessarily be regarded as an offset
against the greenhouse gas forcing.

B.2 Methane (CH )

Methane is another naturally occurring greenhouse gas
whose concentration in the atmosphere is growing as a
result of human activities such as agriculture and waste
disposal, and fossil fuel production and use (Table 3).
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Table 3: Estimated sources and sinks of methane for 1980 to 1990. All figures are in Tg'(CH )/yr. The current global

atmospheric burden of CH, is about 5000 Tg(CH,,).

(a) Observed atmospheric increase, estimated sinks and sources derived to balance the budget.

Individual estimates Total
Atmospheric increase” 37 (35-40)
Sinks of atmospheric CH,: tropospheric OH 490 (405-575)
stratosphere 40 (32-48)
soils 30 (15-45)

Total atmospheric sinks

Implied sources (sinks + atmospheric increase)

560 (460-660)
597 (495-700)

(b) Inventory of identified sources.

Individual estimates Total

Natural sources
Anthropogenic sources: Fossil fuel related
Total biospheric
Total anthropogenic sources

Total identified sources

160 (110-210)
100 (70-120)
275 (200-350)
375 (300—450)
535 (410-660)

* 1Tg = 1 million million grams, which is equivalent to 1 million tonnes.

Applies to 1980-1990 average. Table 1 and the stabilisation discussion in Section B.9.2 use the average for 1984-1994.

Global average methane concentrations increased by 6%
over the decade starting in 1984 (Figure 3). Its
concentration in 1994 was about 1720 ppbv, 145% greater
than the pre-industrial concentration of 700 ppbv (Table 1,
Figure 3). Over the last 20 years, there has been a decline
in the methane growth rate: in the late 1970s the
concentration was increasing by about 20 ppbv/yr, during
the 1980s the growth rate dropped to 9—13 ppbv/yr. Around
the middle of 1992, methane concentrations briefly stopped
growing, but since 1993 the global growth rate has returned
to about 8 ppbv/yr.

Individual methane sources are not well quantified.
Carbon isotope measurements indicate that about 20% of the
total annual methane emissions are related to the production
and use of fossil fuel. In total, anthropogenic activities are
responsible for about 60-80% of current methane emissions
(Table 3). Methane emissions from natural wetlands appear
to contribute about 20% to the global methane emissions to
the atmosphere. Such emissions will probably increase with
global warming as a result of greater microbial activity. In
1992 the directradiative forcing due to the increase in
methane concentration since pre-industrial times was about
+0.47 Wm~2 (Figure 2).
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Figure 3: Global methane concentrations (ppbv) for 1983 to
1994. Concentrations observed at Mould Bay, Canada are also
shown.

Changes in the concentration of methane have clearly
identified chemical feedbacks. The main removal process
for methane is reaction with the hydroxyl radical (OH).
Addition of methane to the atmosphere reduces the
concentration of tropospheric OH which can in turn feed
back and reduce the rate of methane removal.
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The adjustment time for a pulse of methane added to the
atmosphere has been revised to 12 (+3) years (compared
with 14.5 (£2.5) years in IPCC (1994)). Two factors are
responsible for the change: (a) a new estimate for the
chemical removal rate (11% faster); and (b) inclusion of
the uptake of methane by soils. The revised global sink
strength is 560 (£100) Tg(CH,)/year, higher than the 1994
estimate, but still consistent with the previous range of
global source strength.

B.3 Nitrous oxide (N,0)

There are many small sources of nitrous oxide, both natural
and anthropogenic, which are difficult to quantify. The
main anthropogenic sources are from agriculture and a
number of industrial processes (e.g., adipic acid and nitric
acid production). A best estimate of the current (1980s)
anthropogenic emission of nitrous oxide is 3 to 8 Tg(N)/yr.
Natural sources are poorly quantified, but are probably twice
as large as anthropogenic sources. Nitrous oxide is removed
mainly by photolysis (breakdown by sunlight) in the
stratosphere and consequently has a long lifetime (about 120
years).

Although sources cannot be well quantified, atmospheric
measurements and evidence from ice cores show that the
atmospheric abundance of nitrous oxide has increased
since the pre-industrial era, most likely owing to human
activities. In 1994 atmospheric levels of nitrous oxide were
about 312 ppbv; pre-industrial levels were about 275 ppbv
(Table 1). The 1993 growth rate (approximately 0.5
ppbv/yr) was lower than that observed in the late 1980s and
early 1990s (approximately 0.8 ppbv/yr), but these short-
term changes in growth rate are within the range of
variability seen on decadal time-scales. The radiative
forcing due to the change in nitrous oxide since pre-
industrial times is about +0.14 Wm™2 (Figure 2).

B.4 Halocarbons and other halogenated compounds
Halocarbons are carbon compounds containing fluorine,
chlorine, bromine or iodine. Many of these are effective
greenhouse gases. For most of these compounds, human
activities are the sole source.

Halocarbons that contain chlorine (CFCs and HCFCs)
and bromine (halons) cause ozone depletion, and their
emissions are controlled under the Montreal Protocol and
its Adjustments and Amendments. As a result, growth rates
in the concentrations of many of these compounds have
already fallen (Figure 4) and the radiative impact of these
compounds will slowly decline over the next century. The
contribution to direct radiative forcing due to concentration
increases of these CFCs and HCFCs since pre-industrial
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Figure 4: Global CFC-11 concentrations (pptv) for 1978 to
1994. As one of the ozone-depleting gases, the emissions of CFC-
11 are controlled under the Montreal Protocol and its Adjustments
and Amendments. Observations at some individual measurement
sites are also shown.

times is about +0.25 Wm™2, Halocarbons can also exert an
indirect negative radiative forcing through their depletion
of stratospheric ozone (see Section B.5.2).

Perfluorocarbons (PFCs, e.g., CF,, C,F;) and sulphur
hexafluoride (SFy) are removed very slowly from the
atmosphere with estimated lifetimes greater than 1000
years. As a result, effectively all emissions accumulate in
the atmosphere and will continue to influence climate for
thousands of years. Although the radiative forcing due to
concentration increases of these compounds since pre-
industrial times is small (about +0.01 Wm2), it may
become significant in the future if concentrations continue
to increase.

Hydrofluorocarbons (HFCs) are being used to replace
ozone-depleting substances in some applications; their
concentrations and radiative impacts are currently small. If
emissions increase as envisaged in Scenario 1S92a, they
would contribute about 3% of the total radiative forcing
from all greenhouse gases by the year 2100.

B.5 Ozone (05)

Ozone is an important greenhouse gas present in both
the stratosphere and troposphere. Changes in ozone cause
radiative forcing by influencing both solar and terrestrial
radiation. The net radiative forcing is strongly dependent
on the vertical distribution of ozone change and is
particularly sensitive to changes around the tropopause
level, where trends are difficult to estimate due to a lack of
reliable observations and the very large natural variability.
The patterns of both tropospheric and stratospheric ozone
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changes are spatially variable. Estimation of the radiative
forcing due to changes in ozone is thus more complex than
for the well-mixed greenhouse gases.

B.5.1 Tropospheric Ozone

In the troposphere, ozone is produced during the oxidation
of methane and from various short-lived precursor gases
(mainly carbon monoxide (CO), nitrogen oxides (NO,) and
non-methane hydrocarbons (NMHC)). Ozone is also
transported into the troposphere from the stratosphere.
Changes in tropospheric ozone concentration are spatially
variable, both regionally and vertically, making assessment
of global long-term trends difficult. In the Northern
Hemisphere, there is some evidence that tropospheric
ozone concentrations have increased since 1900, with
strong evidence that this has occurred in many locations
since the 1960s. However, the observations of the most
recent decade show that the upward trend has slowed
significantly or stopped. Model simulations and the limited
observations together suggest that ozone concentrations
throughout the troposphere may have doubled in the
Northern Hemisphere since pre-industrial times, an
increase of about 25 ppbv. In the Southern Hemisphere,
there are insufficient data to determine if tropospheric
ozone has changed, except at the South Pole where a
decrease has been observed since the mid-1980s.

Changes in tropospheric ozone have potentially
important consequences for radiative forcing. The
calculated global average radiative forcing due to the
increased concentration since pre-industrial times is +0.4
(£0.2) Wm™2,

B.5.2 Stratospheric Ozone

Decreases in stratospheric ozone have occurred since the
1970s, principally in the lower stratosphere. The most
obvious feature is the annual appearance of the Antarctic
“ozone hole” in September and October. The October
average total ozone values over Antarctica are 50-70% lower
than those observed in the 1960s. Statistically significant
losses in total ozone have also been observed in the mid-
latitudes of both hemispheres. Little or no downward trend
in ozone has been observed in the tropics (20°N-20°S). The
weight of recent scientific evidence strengthens the previous
conclusion that ozone loss is due largely to anthropogenic
chlorine and bromine compounds. Since the stratospheric
abundances of chlorine and bromine are expected to
continue to grow for a few more years before they decline
(see Section B.4), stratospheric ozone losses are expected to
peak near the end of the century, with a gradual recovery
throughout the first half of the 21st century.

Technical Summary

The loss of ozone in the lower stratosphere over the past
15 to 20 years has led to a globally averaged radiative
forcing of about =0.1 Wm™2. This negative radiative
forcing represents an indirect effect of anthropogenic
chlorine and bromine compounds.

B.6 Tropospheric and stratospheric aerosols

Aerosol is a term used for particles and very small droplets
of natural and human origin that occur in the atmosphere;
they include dust and other particles which can be made up
of many different chemicals. Aerosols are produced by a
variety of processes, both natural (including dust storms
and volcanic activity) and anthropogenic (including fossil
fuel and biomass burning). Aerosols contribute to visible
haze and can cause a diminution of the intensity of sunlight
at the ground.

Aerosols in the atmosphere influence the radiation
balance of the Earth in two ways: (i) by scattering and
absorbing radiation — the direcr effect, and (ii) by
modifying the optical properties, amount and lifetime of
clouds — the indirect effect. Although some aerosols, such
as soot, tend to warm the surface, the net climatic effect of
anthropogenic aerosols is believed to be a negative
radiative forcing, tending to cool the surface (see Section
B.7 and Figure 2).

Most aerosols with anthropogenic sources are found in
the lower troposphere (below 2 km). Aerosols undergo
chemical and physical transformations in the atmosphere,
especially within clouds, and are removed largely by
precipitation. Consequently aerosols in the lower
troposphere typically have residence times of a few days.
Because of their short lifetime, aerosols in the lower
troposphere are distributed inhomogeneously with maxima
close to the natural (especially desert) and anthropogenic
(especially industrial and biomass combustion) source
regions. Aerosol particles resulting from volcanic activity
can reach the stratosphere where they are transported
around the globe over many months or years.

The radiative forcing due to aerosols depends on the size,
shape and chemical composition of the particles and the
spatial distribution of the aerosol. While these factors are
comparatively well-known for stratospheric aerosols, there
remain many uncertainties concerning tropospheric aerosols.

Since IPCC (1994), there have been several advances in
understanding the impact of tropospheric aerosols on climate.
These include: (i} new calculations of the spatial distribution
of sulphate aerosol largely resulting from fossil fuel combus-
tion and (ii) the first calculation of the spatial distribution of
soot aerosol. The impact of these developments on the calcu-
lation of aerosol radiative forcing is discussed in Section B.7.
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B.7 Summary of radiative forcing

Globally averaged radiative forcing is a useful concept for
giving a first-order estimate of the potential climatic
importance of various forcing mechanisms. However, as
was emphasised in IPCC (1994), there are limits to its
utility. In particular, the spatial patterns of forcing differ
between the globally well-mixed greenhouse gases, the
regionally varying tropospheric ozone, and the even more
regionally concentrated tropospheric aerosols, and so a
comparison of the global mean radiative forcings does not
give a complete picture of their possible climatic impact.

Estimates of the radiative forcings due to changes in
greenhouse gas concentrations since pre-industrial times
remain unchanged from IPCC (1994) (see Figure 2). These
are +2.45 Wm (range: +2.1 to +2.8 Wm™2) for the direct
effect of the main well-mixed greenhouse gases (CO,,
CH,, N,O and the halocarbons), +0.4 Wm™? (range: 0.2 to
0.6 Wm2) for tropospheric ozone and —0.1 Wm2 (range:
-0.05 t0 -0.2 Wm™2) for stratospheric ozone.

The total direct forcing due to anthropogenic aerosol
(sulphates, fossil fuel soot and organic aerosols from
biomass burning) is estimated to be —0.5 Wm™? (range:
-0.25 to —1.0 Wm™2). This estimate is smaller than that
given in IPCC (1994) owing to a reassessment of the model
results used to derive the geographic distribution of aerosol
particles and the inclusion of anthropogenic soot aerosol for
the first time. The direct forcing due to sulphate aerosols
resulting from fossil fuel emissions and smelting is estimated
to be ~0.4 Wm~? (range: 0.2 to 0.8 Wm™2). The first
estimates of the impact of soot in aerosols from fossil fuel
sources have been made: significant uncertainty remains but
an estimate of +0.1 Wm™2 (range: 0.03 to 0.3 Wm™2) is
made. The direct radiative forcing since 1850 of particles
associated with biomass burning is estimated to be ~0.2
Wm? (range: -0.07 to 0.6 Wm™), unchanged from IPCC
(1994). It has recently been suggested that a significant
fraction of the tropospheric dust aerosol is influenced by
human activities but the radiative forcing of this component
has not yet been quantified.

The range of estimates for the radiative forcing due to
changes in cloud properties caused by acrosols arising from
human activity (the indirect effect) is unchanged from
IPCC (1994) at between 0 and —-1.5 Wm™2. Several new
studies confirm that the indirect effect of aecrosol may have
caused a substantial negative radiative forcing since pre-
industrial times, but it remains very difficult to quantify,
more so than the direct effect. While no best estimate of the
indirect forcing can currently be made, the central value of
-0.8 Wm™? has been used in some of the scenario
calculations described in Sections B.9.2 and F.2.
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There are no significant alterations since IPCC (1994)
in the assessment of radiative forcing caused by changes
in solar radiative output or stratospheric aerosol loading
resulting from volcanic eruptions. The estimate of
radiative forcing due to changes in solar radiative output
since 1850 is +0.3 Wm2 (range: +0.1 to +0.5). Radiative
forcing due to volcanic aerosols resulting from an
individual eruption can be large (the maximum global
mean effect from the eruption of Mt. Pinatubo was -3 to
-4 Wm™), but lasts for only a few years. However, the
transient variations in both these forcings may be
important in explaining some of the observed climate
variations on decadal time-scales.

B.8 Global Warming Potential (GWP)

The Global Warming Potential is an attempt to provide a
simple measure of the relative radiative effects of the
emissions of various greenhouse gases. The index is
defined as the cumulative radiative forcing between the
present and some chosen time horizon caused by a unit
mass of gas emitted now, expressed relative to that for
some reference gas (here CO, is used). The future global
warming commitment of a greenhouse gas over a chosen
time horizon can be estimated by multiplying the
appropriate GWP by the amount of gas emitted. For
example, GWPs could be used to compare the effects of
reductions in CO, emissions relative to reductions in
methane emissions, for a specified time horizon.

Derivation of GWPs requires knowledge of the fate of
the emitted gas and the radiative forcing due to the amount
remaining in the atmosphere. Although the GWPs are
quoted as single values, the typical uncertainty is +35%,
not including the uncertainty in the carbon dioxide
reference. Because GWPs are based on the radiative
forcing concept, they are difficult to apply to radiatively
important constituents that are unevenly distributed in the
atmosphere. No attempt is made to define a GWP for
acrosols. Additionally the choice of time horizon will
depend on policy considerations.

GWPs need to take account of any indirect effects of the
emitted greenhouse gas if they are to reflect correctly
future warming potential. The net GWPs for the ozone-
depleting gases, which include the direct “warming” and
indirect “cooling” effects, have now been estimated. In
IPCC (1994), only the direct GWPs were presented for
these gases. The indirect effect reduces their GWPs, but
each ozone-depleting gas must be considered individually.
The net GWPs of the chlorofluorocarbons (CFCs) tend to
be positive, while those of the halons tend to be negative.
The calculation of indirect effects for a number of other
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Table 4: Global Warming Potential referenced to the updated decay response for the Bern carbon cycle model and future
CO, atmospheric concentrations held constant at current levels.

Species Chemical Lifetime Global Warming Potential

Formula (Time Horizon)

(years) 20 years 100 years 500 years

Co, Co, variable® L 1 1
Methane* CH, 12+3 56 21 6.5
Nitrous oxide N,O 120 280 310 170
HFC-23 CHF, 264 9,100 11,700 9,800
HFC-32 CH,F, 5.6 2,100 650 200
HFC-41 CH,F 37 490 150 45
HFC-43-10mee CH,F |, 17.1 3,000 1,300 400
HFC-125 C,HF; 32.6 4,600 2,800 920
HFC-134 C,H,F, 10.6 2,900 1,000 310
HFC-134a CH,FCF, 14.6 3,400 1,300 420
HFC-152a C,HA4F, 1.5 460 140 42
HFC-143 C,H;F, 3.8 1,000 300 94
HFC-143a C,H,F, 48.3 5,000 3,800 1,400
HFC-227ea C,HF, 36.5 4,300 2,900 950
HFC-236fa C,H,F, 209 5,100 6,300 4,700
HFC-245ca C,H,Fs 6.6 1,800 560 170
Sulphur hexafluoride SF, 3,200 16,300 23,900 34,900
Perfluoromethane CF, 50,000 4,400 6,500 10,000
Perfluoroethane C,F, 10,000 6,200 9,200 14,000
Perfluoropropane C,Fg 2,600 4,800 7,000 10,100
Perfluorobutane C/Fio 2,600 4,800 7,000 10,100
Perfluorocyclobutane c—C Fq 3,200 6,000 8,700 12,700
Perfluoropentane CF, 4,100 5,100 7,500 11,000
Perfluorohexane CiF 4 3,200 5,000 7,400 10,700

Ozone-depleting substances®

e.g., CFCs and HCFCS

8 Derived from the Bern carbon cycle model.

in IPCC (1994). The updated adjustment time for methane is discussed in Section B.2.

The GWP for methane includes indirect effects of tropospheric ozone production and stratospheric water vapour productior, as

T The Global Warming Potentials for ozone-depleting substances (including all CFCs, HCFCs and halons, whose direct GWPs have
been given in previous reports) are a sum of a direct (positive) component and an indirect (negative) component which depends
strongly upon the effectiveness of each substance for ozone destruction. Generally, the halons are likely to have negative net
GWPs, while those of the CFCs are likely to be positive over both 20- and 100-year time horizons (see Chapter 2, Table 2.8).
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Figure 5: (a) Total anthropogenic CO, emissions under the IS92 emission scenarios and (b) the resulting atmospheric CO,
concentrations calculated using the “Bern” carbon cycle model and the carbon budget for the 1980s shown in Table 2.

gases (e.g., NO,, CO) is not currently possible because of
inadequate characterisation of many of the atmospheric
processes involved.

Updates or new GWPs are given for a number of key
species (Table 4), based on improved or new estimates of
atmospheric lifetimes, molecular radiative forcing factors,
and improved representation of the carbon cycle. Revised
lifetimes for gases destroyed by chemical reactions in the
lower atmosphere (particularly methane, HCFCs and
HFCs) have resulted in GWPs that are slightly lower
(typically by 10-15%) than those cited in IPCC (1994).
The TPCC definition of GWP is based on calculating the
relative radiative impact of a release of a trace gas over a
time horizon in a constant background atmosphere. In a
future atmosphere with larger CO, concentrations, such as
occur in all of the IPCC emission scenarios (see Figure 5b),
we would calculate slightly larger GWP values than those
given in Table 4.

B.9 Emissions and concentrations of greenhouse gases
and aerosols in the future

B.9.1 The IS92 emission scenarios
The projection of future anthropogenic climate change
depends, among other things, on assumptions made about
future emissions of greenhouse gases and aerosol
precursors and the proportion of emissions remaining in the
atmosphere. Here we consider the IS92 emission scenarios
(IS92a to f) which were first discussed in IPCC (1992).

The 1S92 emission scenarios extend to the year 2100 and
include emissions of CO,, CH,, N,O, the halocarbons
(CFCs and their substitute HCFCs and HFCs), precursors

of tropospheric ozone and sulphate aerosols and aerosols
from biomass burning. A wide range of assumptions
regarding future economic, demographic and policy factors
are encompassed (IPCC, 1992). In this report, the
emissions of chlorine- and bromine-containing halocarbons
listed in IS92 are assumed to be phased out under the
Montreal Protocol and its Adjustments and Amendments
and so a single revised future emission scenario for these
gases is incorporated in all of the 1S92 scenarios.

Emissions of individual HFCs are based on the original
IS92 scenarios, although they do not reflect current
markets. CO, emissions for the six scenarios are shown in
Figure 5a.

The calculation of future concentrations of greenhouse
gases, given certain emissions, entails modelling the
processes that transform and remove the different gases
from the atmosphere. For example, future concentrations of
CO, are calculated using models of the carbon cycle which
model the exchanges of CO, between the atmosphere and
the oceans and terrestrial biosphere (see Section B.1);
atmospheric chemistry models are used to simulate the
removal of chemically active gases such as methane.

All the IS92 emission scenarios, even 1S92¢, imply
increases in greenhouse gas concentrations from 1990 to
2100 (e.g., CO, increases range from 35 to 170% (Figure
5b); CH, from 22 to 175%; and N, O from 26 to 40%).

For greenhouse gases, radiative forcing is dependent on
the concentration of the gas and the strength with which it
absorbs and re-emits long-wave radiation. For sulphate
aerosol, the direct and indirect radiative forcings were
calculated on the basis of sulphur emissions contained in
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Figure 6: (a) Total globally and annually averaged historical radiative forcing from 1765 to 1990 due to changes in greenhouse gas
concentrations and tropospheric acrosol emissions and projected radiative forcing values to 2100 derived from the IS92 emissions
scenarios. (b) Radiative forcing components resulting from the 1S92a emission scenario for 1990 to 2100. The “Total non-CO, trace
gases” curve includes the radiative forcing from methane (including methane related increases in stratospheric water vapour), nitrous
oxide, tropospheric ozone and the halocarbons (including the negative forcing effect of stratospheric ozone depletion). Halocarbon
emissions have been modified to take account of the Montreal Protocol and its Adjustments and Amendments. The three aerosol
components are: direct sulphate, indirect sulphate and direct biomass burning. (c) Non-CO, trace gas radiative forcing components.
“Cl/Br direct” is the direct radiative forcing resulting from the chlorine and bromine containing halocarbons; emissions are assumed to
be controlled under the Montreal Protocol and its Adjustments and Amendments. The indirect forcing from these compounds (through
stratospheric ozone depletion) is shown separately (Strat. 0,). All other emissions follow the IS92a Scenario. The tropospheric ozone
forcing (Trop. O,) takes account of concentration changes due only to the indirect effect of methane.

the IS92 scenarios. The radiative forcing due to aerosol
from biomass burning was assumed to remain constant at
-0.2 Wm2 after 1990. The contribution from aerosols is
probably the most uncertain part of future radiative forcing.

Figure 6a shows a single “best estimate” of historical
radiative forcing from 1765 to 1990 (including the effects

of aerosols), followed by radiative forcing for Scenarios
1592 a to f. Figures 6b and ¢ show the contribution to
future radiative forcing from various components of the
IS92a Scenario; the largest contribution comes from CO,,
with a radiative forcing of almost +6 Wm2 by 2100. The
negative forcing due to tropospheric aerosols, in a globally



Technical Summary

averaged sense, offsets some of the greenhouse gas
positive forcing. However, because tropospheric aerosols
are highly variable regionally, their globally averaged
radiative forcing will not adequately describe their possible
climatic impact.

Future projections of temperature and sea level based on
the IS92 emissions scenarios are discussed in Section F.

B.9.2 Stabilisation of greenhouse gas and aerosol
concentrations

An important question to consider is: how might

greenhouse gas concentrations be stabilised in the future?

If global CO, emissions were maintained at near current
(1994) levels, they would lead to a nearly constant rate of
increase in atmospheric concentrations for at least two
centuries, reaching about 500 ppmv (approaching twice the
pre-industrial concentration of 280 ppmv) by the end of the
21st century.

In IPCC (1994), carbon cycle models were used to
calculate the emissions of CO, which would lead to
stabilisation at a number of different concentration levels
from 350 to 750 ppmv. The assumed concentration profiles
leading to stabilisation are shown in Figure 7a (excluding
350 ppmv). Many different stabilisation levels, time-scales
for achieving these levels, and routes to stabilisation could
have been chosen. The choices made are not intended to
have policy implications; the exercise is illustrative of the
relationship between CO, emissions and concentrations.
Those in Figure 7a assume a smooth transition from the
current average rate of CO, concentration increase to
stabilisation. To a first approximation, the stabilised
concentration level depends more upon the accumulated
amount of carbon emitted up to the time of stabilisation,
than upon the exact concentration path followed en route to
stabilisation.

New results have been produced to take account of the
revised carbon budget for the 1980s (Table 2), but the main
conclusion, that stabilisation of concentration requires
emissions eventually to drop well below current levels,
remains unchanged from IPCC (1994) (Figure 7b).
Because the new budget implies a reduced terrestrial sink,
the allowable emissions to achieve stabilisation are up to
10% lower than those in IPCC (1994). In addition, these
calculations have been extended to include alternative
pathways towards stabilisation (Figure 7a) and a higher
stabilisation level (1000 ppmv). The alternative pathways
assume higher emissions in the early years, but require
steeper reductions in emissions in later years (Figure 7b).
The 1000 ppmv stabilisation case allows higher maximum
emissions, but still requires a decline to current levels by
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Figure 7: (a) CO, concentration profiles leading to stabilisation
at 450, 550, 650 and 750 ppmv following the pathways defined in
IPCC (1994) (solid curves) and for pathways that allow emissions
to follow IS92a until at least 2000 (dashed curves). A single
profile that stabilises at a CO, concentration of 1000 ppmv and
follows [S92a emissions until at least 2000 has also been defined.
(b) CO, emissions leading to stabilisation at concentrations of
450, 550, 650, 750 and 1000 ppmv following the profiles shown
in (a). Current anthropogenic CO, emissions and those for 1S92a
are shown for comparison. The calculations use the “Bern”
carbon cycle model and the carbon budget for the 1980s shown in
Table 2.

about 240 years from now and further reductions thereafter
(Figure 7b).

The accumulated anthropogenic CO, emissions from
1991 to 2100 inclusive are shown in Table 5 for the profiles
leading to stabilisation at 450, 550, 650, 750 and 1000 ppmv
via the profiles shown in Figure 7a and, for comparison, the
1892 emission scenarios. These values are calculated
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Table 5: Total anthropogenic CO, emissions accumulated
from 1991 to 2100 inclusive (GtC). All values were
calculated using the carbon budget for 1980s shown in
Table 2 and the Bern carbon cycle model.

Case Accumulated CO, emissions

1991 to 2100 (GtC)

IS92 scenarios c 770
d 980
b 1430
a 1500
f 1830
e 2190
Concentration Concentration
profiles A profiles Bf

Stabilisation at 450 ppmv 630 650

550 ppmv 870 990

650 ppmv 1030 1190

750 ppmv 1200 1300

1000 ppmv - 1410

*  Asin IPCC (1994) - see Figure 7a.

T Profiles that allow emissions to follow [S92a until at least
the year 2000 — see Figure 7a.

using the “Bern” carbon cycle model. Based on the results in
IPCC (1994) it is estimated that values calculated with
different carbon cycle models could be up to approximately
15% higher or lower than those presented here.

If methane emissions were to remain constant at 1984—
1994 levels (i.e., those sustaining an atmospheric trend of
+10 ppbv/yr), the methane concentration would rise to about
1850 ppbv over the next 40 years. If methane emissions
were to remain constant at their current (1994) levels (i.e.,
those sustaining an atmosphere trend of 8ppbv/yr), the
methane concentration would rise to about 1820 ppbv over
the next 40 years. If emissions were cut by about 30
Tg(CH,)/yr (about 8% of current anthropogenic emissions),
CH, concentrations would remain at today’s levels. These
estimates are lower than those in IPCC (1994).

If emissions of N,O were held constant at today’s level,
the concentration would climb from 312 ppbv to about 400
ppbv over several hundred years. In order for the
concentration to be stabilised near current levels,
anthropogenic sources would need to be reduced by more
than 50%. Stabilisation of PFCs and SF, concentrations
can only be achieved etfectively by stopping emissions.

Because of their short lifetime, future tropospheric
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aerosol concentrations would respond almost immediately
to changes in emissions. For example, control of sulphur
emissions would immediately reduce the amount of
sulphate aerosol in the atmosphere.

C Observed Trends and Patterns in Climate and Sea
Level

Section B demonstrated that human activities have changed
the concentrations and distributions of greenhouse gases
and aerosols over the 20th century; this section discusses
the changes in temperature, precipitation (and related
hydrological variables), climate variability and sea level
that have been observed over the same period. Whether the
observed changes are in part induced by human activities is
considered in Section E.

C.1 Has the climate warmed?

Global average surface air temperature, excluding
Antarctica, is about 15°C. Year-to-year temperature
changes can be computed with much more confidence than
the absolute global average temperature.

The mean global surface temperature has increased by
about 0.3° to 0.6°C since. the late 19th century, and by
about 0.2° to 0.3°C over the last 40 years, the period with
most credible data (see Figure 8 which shows data up to
the end of 1994). The warming occurred largely during two
periods, between 1910 and 1940 and since the mid-1970s.
The estimate of warming has not significantly changed
since the IPCC (1990) and IPCC (1992). Warming is
evident in both sea surface and land-based surface air

06 ———————— 1 ———

04l -

Global temperature anomaly (°C)

P RN R R
1920 1940 1960 1980 2000

Year
Figure 8: Combined land-surface air and sea surface temperatures
(°C) 1861 to 1994, relative to 1961 to 1990. The solid curve
represents smoothing of the annual values shown by the bars to
suppress sub-decadal time-scale variations. The dashed smoothed
curve is the corresponding result from IPCC (1992).
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Figure 9: Change (from 1955-74 to 1975-94) of annual land-surface air temperature and sea surface temperature.

temperatures. Urbanisation in general and desertification
could have contributed only a small part (a few hundredths
of a degree) of the overall global warming, although
urbanisation influences may have been important in some
regions. Indirect indicators, such as borehole temperatures
and glacier shrinkage, provide independent support for the
observed warming. Recent years have been among the
warmest since 1860, i.e., in the period of instrumental
record.

The warming has not been globally uniform. The recent
warmth has been greatest over the continents between
40°N and 70°N. A few areas, such as the North Atlantic
Ocean north of 30°N, and some surrounding land areas,
have cooled in recent decades (Figure 9).

As predicted in IPCC (1992) and discussed in IPCC
(1994), relatively cooler global surface and tropospheric
temperatures (by about 0.5°C) and a relatively warmer
lower stratosphere (by about 1.5°C) were observed in 1992
and early 1993, following the 1991 eruption of Mt.
Pinatubo. Warmer temperatures at the surface and in the
lower troposphere, and a cooler lower stratosphere,
reappeared in 1994 following the removal by natural
processes of Mt. Pinatubo aerosols from the stratosphere.

The general tendency toward reduced daily temperature
range over land, at least since the middle of the 20th

century, noted in IPCC (1992), has been confirmed with
more data (which have now been analysed for more than
40% of the global land area). The range has decreased in
many areas because nights have warmed more than days.
Minimum temperatures have typically increased twice as
much as maximum temperatures over the last 40 years. A
likely explanation, in addition to the effects of enhanced
greenhouse gases, is an increase in cloud cover which has
been observed in many of the areas with reduced diurnal
temperature range. An increase in cloud reduces diurnal
temperature range both by obstructing daytime sunshine,
and by preventing the escape of terrestrial radiation at
night. Anthropogenic aerosols may also have an influence
on daily temperature range.

Temperature trends in the free atmosphere are more
difficult to determine than at the surface as there are fewer
data and the records are much shorter. Radiosonde data
which are available for the period since the 1950s show
warming trends of around 0.1°C per decade, as at the
surface, but since 1979 when satellite data of global
tropospheric temperatures became available, there appears
to have been a slight cooling (about —0.06°C per decade),
whereas surface measurements still show a warming. These
apparently contradictory trends can be reconciled if the
diverse response of the troposphere and surface to short-
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term events such as volcanic eruptions and El Nifio are
taken into account. After adjustment for these transient
effects, both tropospheric and surface data show slight
warming (about 0.1°C per decade for the troposphere and
nearly 0.2°C per decade at the surface) since 1979.

Cooling of the lower stratosphere has been observed
since 1979 both by satellites and weather balloons, as noted
in IPCC (1992) and IPCC (1994). Current global mean
stratospheric temperatures are the coldest observed in the
relatively short period of the record. Reduced stratospheric
temperature has been projected to accompany both ozone
losses in the lower stratosphere and atmospheric increases
of carbon dioxide.

C.2 Is the 20th century warming unusual?
In order to establish whether the 20th century warming is
part of the natural variability of the climate system or a
response to anthropogenic forcing, information is needed
on climate variability on relevant time-scales. As an
average over the Northern Hemisphere for summer, recent
decades appear to be the warmest since at least 1400 from
the limited available evidence (Figure 10). The warming
over the past century began during one of the colder
periods of the last 600 years. Prior to 1400 data are
insufficient to provide hemispheric temperature estimates.
Ice core data from several sites suggest that the 20th
century is at least as warm as any century in the past 600
years, although the recent warming is not exceptional
everywhere,

Large and rapid climatic changes occurred during the
last glacial period (around 20,000 to 100,000 years ago)
and during the transition period towards the present
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interglacial (the last 10,000 years, known as the
Holocene). Changes in annual mean temperature of about
5°C occurred over a few decades, at least in Greenland and
the North Atlantic, and were probably linked to changes in
oceanic circulation. These rapid changes suggest that
climate may be quite sensitive to internal or external
climate forcings and feedbacks. The possible relevance of
these rapid climate changes to future climate is discussed
in Section E.5.

Temperatures have been less variable during the last
10,000 years. Based on the incomplete evidence available,
it 1s unlikely that global mean temperatures have varied by
more than 1°C in a century during this period.

C.3 Has the climate become wetter?

As noted in IPCC (1992), precipitation has increased over
land in high latitudes of the Northern Hemisphere,
especially during the cold season. A step-like decrease of
precipitation occurred after the 1960s over the subtropics
and tropics from Africa to Indonesia. These changes are
consistent with changes in streamflow, lake levels and soil
moisture (where data analyses are available). Precipitation,
averaged over global land areas, increased from the start of
the century up to about 1960. Since about 1980
precipitation over land has decreased (Figure 11).

There is evidence to suggest increased precipitation over
the central equatorial Pacific Ocean in recent decades, with
decreases to the north and south. Lack of data prevents us
from reaching firm conclusions about other precipitation
changes over the ocean.

Estimates suggest that evaporation may have increased
over the tropical oceans (although not everywhere) but
decreased over large portions of Asia and North America.
There has also been an observed increase in atmospheric
water vapour in the tropics, at least since 1973.
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Figure 10: Decadal summer (June to August) temperature index
for the Northern Hemisphere (to 1970-1979) based on 16 proxy
records (tree-rings, ice cores, documentary records) from North

America, Europe and East Asia. The thin line is a smoothing of

the same data. Anomalies are relative to 1961 to 1990,
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Figure 11: Changes in land-surface precipitation averaged over
regions between 55°S and 85°N. Annual precipitation departures
from the 1961-90 period are depicted by the hollow bars. The
continuous curve is a smoothing of the same data.
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(a) Temperature indicators
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Figure 12: Summary of observed climatic trends during the instrumental period of record.

Cloudiness appears to have increased since the 1950s
over the oceans. In many land areas where the daily
temperature range has decreased (see Section C.1),
cloudiness increased from the 1950s to at least the
1970s.

Snow cover extent over the Northern Hemisphere land
surface has been consistently below the 21-year average
(1974 to 1994) since 1988. Snow-radiation feedback has

amplified springtime warming over mid- to high latitude
Northern Hemisphere land areas.

A summary of observed climate trends is shown in
Figure 12.

C.4 Has sea level risen?
Over the last 100 years global sea level has risen by about
10 to 25 cm, based on analyses of tide gauge records. A
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major source of uncertainty in estimating the rate of rise is
the influence of vertical land movements, which are
included in sea level measurements made by tide gauges.
Since IPCC (1990), improved methods for filtering out the
effects of long-term vertical land movements, as well as
greater reliance on the longest tide-gauge records for
estimating trends, have provided greater confidence that
the volume of ocean water has, in fact, been increasing and
causing sea level to rise within the indicated range.

It is likely that much of the rise in sea level has been
related to the concurrent rise in the global temperature over
the last 100 years. On this time-scale, the warming and
consequent expansion of the oceans may account for about
2 to 7 c¢cm of the observed rise in sea level, while the
observed retreat of glaciers and ice-caps may account for
about 2 to 5 cm. Other factors are more difficult to
quantify. Changes in surface and ground water storage may
have caused a small change in sea level over the last 100
years. The rate of observed sea level rise suggests that
there has been a net positive contribution from the huge ice
sheets of Greenland and Antarctica, but observations of the
ice sheets do not yet allow meaningful quantitative
estimates of their separate contributions. The ice sheets
remain a major source of uncertainty in accounting for past
changes in sea level, because there are insufficient data
about these ice sheets over the last 100 years.

C.5 Has the climate become more variable and/or extreme?
Many of the impacts of climate change may result from
changes in climate variability or extreme weather events.
Some reports have already suggested an increase in
variability or extremes has taken place in recent decades.
Do meteorological records support this?

There are inadequate data to determine whether
consistent global changes in climate variability or extremes
have occurred over the 20th century. On regional scales
there is clear evidence of changes in some extremes and
climate variability indicators (e.g., fewer frosts in several
widespread areas; an increase in the proportion of rainfall
from extreme events over the contiguous states of the
USA). Some of these changes have been toward greater
variability; some have been toward lower variability.

There have been relatively frequent El Nifio-Southern
Oscillation warm phase episodes, with only rare excursions
into the other extreme of the phenomenon since 1977, as
noted in IPCC (1990). This behaviour, and especially the
persistent warm phase from 1990 to mid-1995, is unusual
in the last 120 years (i.e., since instrumental records
began). The relatively low rainfall over the subtropical land
areas in the last two decades is related to this behaviour.
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D Modelling Climate and Climate Change

Climate models which incorporate, in various degrees of
complexity, mathematical descriptions of the atmosphere,
ocean, land, biosphere and cryosphere, are important tools
for understanding climate and climate change of the past,
the present and the future. These models, which use
primarily physical laws and physically based empirical
relations, are very much more complete than, for example,
models based on statistical relationships used in less
quantitative disciplines. Detailed projections of future
climate change rely heavily on coupled atmosphere-ocean
models (see Box 2). How much confidence should we have
in predictions from such models?

D.1 The basis for confidence in climate models
As discussed in Section B, changes in the radiatively active
trace gases in the atmosphere produce radiative forcing. For
equivalent CO, concentrations equal to twice the pre-
industrial concentration, the positive radiative forcing is
about +4 Wm2. To restore the radiative balance other
changes in climate must occur. The initial reaction is for the
lower atmosphere (the troposphere) and the Earth’s surface to
warm; in the absence of other changes, the warming would
be about 1.2°C. However, heating not only changes
temperatures, but also alters other aspects of the climate
system and various feedbacks are invoked (see Section D.2).
The key role of climate models is to quantify these feedbacks
and determine the overall climate response. Further, the
warming and other climate effects will not be uniform over
the Earth’s surface; an important role of models is to simulate
possible continental and regional scale climate responses.
Climate models include, based on our current
understanding, the most important large scale physical
processes governing the climate system. Climate models
have improved since TPCC (1990), but so too has our
understanding of the complexity of the climate system and
the recognition of the need to include additional processes.
In order to assess the value of a model for projections of
future climate, its simulated climate can be compared with
known features of the observed current climate and, to a
less satisfactory degree, with the more limited information
from significantly different past climate states. It is
important to realise that even though a model may have
deficiencies, it can still be of value in quantifying the
climate response to anthropogenic climate forcing (see also
Box 2). Several factors give us some confidence in the
ability of climate models to simulate important aspects of
anthropogenic climate change in response to anticipated
changes in atmospheric composition:
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Box 2: What tools are used to project future climate and how are they used?

Future climate is projected using climate models. The most highly developed climate models are atmospheric and
oceanic general circulation models (GCMs). In many instances GCMs of the atmosphere and oceans, developed as
separate models, are combined, to give a coupled GCM (termed here a coupled atmosphere-ocean model). These
models also include representations of land-surface processes, sea ice related processes and many other complex
processes involved in the climate system. GCMs are based upon physical laws that describe the atmospheric and
oceanic dynamics and physics, and upon empirical relationships, and their depiction as mathematical equations. These
equations are solved numerically with computers using a three-dimensional grid over the globe. For climate, typical
resolutions are about 250 km in the horizontal and 1 km in the vertical in atmospheric GCMs, often with higher
vertical resolution near the surface and lower resolution in the upper troposphere and stratosphere. Many physical
processes, such as those related to clouds, take place on much smaller spatial scales and therefore cannot be properly
resolved and modelled explicitly, but their average effects must be included in a simple way by taking advantage of
physically based relationships with the larger scale variables (a technique known as parametrization).

Useful weather forecasts can be made using atmospheric GCMs for periods up to about ten days. Such forecasts
simulate the evolution of weather systems and describe the associated weather. For simulation and projection of
climate, on the other hand, it is the statistics of the system that are of interest rather than the day-to-day evolution of
the weather. The statistics include measures of variability as well as mean conditions, and are taken over many
weather systems and for several months or more.

When a model is employed for climate projection it is first run for many simulated decades without any changes in
external forcing in the system. The quality of the simulation can then be assessed by comparing statistics of the mean
climate, the annual cycle and the variability on different time-scales with observations of the current climate. The
model is then run with changes in external forcing, for instance with changing greenhouse gas concentrations. The
differences between the two climates provide an estimate of the consequent climate change due to changes in that
forcing factor. This strategy is intended to simulate changes or perturbations to the system and partially overcomes
some imperfections in the models.

Comprehensive coupled atmosphere-ocean models are very complex and take large computer resources to run. To
explore all the possible scenarios and the effects of assumptions or approximations in parameters in the model more
thoroughly, simpler models are also widely used and are constructed to give results similar to the GCMs when globally
averaged. The simplifications may involve coarser resolution, and simplified dynamics and physical processes. An
cxample is the upwelling diffusion-energy balance model. This represents the land and ocean areas in each hemisphere
as individual “boxes”, with vertical diffusion and upwelling to model heat transport within the ocean.

Early climate experiments, using atmospheric GCMs coupled to a simple representation of the ocean, were aimed at
quantifying an equilibrium climate response to a doubling of the concentration of (equivalent) CO, in the atmosphere.
Such a response portrays the final adjustment of the climate to the changed CO, concentration (see Glossary). The
range of global warming results is typically between 1.5 and 4.5°C. The temporal evolution and the regional patterns
of climate change may depend significantly on the time dependence of the change in forcing. It is important, therefore,
to make future projections using plausible evolving scenarios of anthropogenic forcing and coupled atmosphere-ocean
models so that the response of the climate to the forcing is properly simulated. These climate simulations are often
called “transient experiments” (see Glossary) in contrast to an equilibrium response.

The main uncertainties in model simulations arise from the difficulties in adequately representing clouds and their
radiative properties, the coupling between the atmosphere and the ocean, and detailed processes at the land surface.

(1)

The most successful climate models are able to
simulate the important large-scale features of the
components of the climate system well, including
seasonal, geographical and vertical variations which
are a consequence of the variation of forcing and
dynamics in space and time. For example, Figure 13

shows the geographical distribution of December to
February surface temperature and June to August
precipitation simulated by comprehensive coupled
atmosphere-ocean models of the type used for climate

prediction, compared with observations. The large

scale features are reasonably well captured by the



(a) Observed surface air temperature (°C) December-February (c) Observed precipitation rate (mm/day) June—August

10——XY = 10

(b) Model average surface air temperature @

Figure 13: The geographical distribution of December to February surface temperature (a) and June to August precipitation (¢) compared to that simulated by comprehensive
coupled models of the type used for climate projection (b) and (d).
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(i)

(iif)

models, although at regional scales more discrepancies
can be seen. Other seasons are similarly well
simulated, indicating the ability of models to
reproduce the seasonal cycle in response to changes in
solar forcing., The improvement since IPCC (1990) is
that this level of accuracy is achieved in models with a
fully-interactive ocean as compared to the majority of
models that employed simpler schemes used in 1990.

Many climate changes are consistently projected by
different models in response to greenhouse gases and
aerosols and can be explained in terms of physical
processes which are known to be operating in the real
world, for example, the maximum warming in high
northern latitudes in winter (see Section F).

The models reproduce with reasonable fidelity other less
obvious variations in climate due to changes in forcing:

Some atmospheric models when forced with observed
sea surface temperature variations can reproduce with
moderate to good skill several regional climate
variations, especially in patts of the tropics and sub-
tropics. For example, aspects of the large scale
interannual atmosphere fluctuations over the tropical
Pacific relating to the El Nifio-Southern Oscillation
phenomenon are captured, as are interannual
variations in rainfall in north-east Brazil and to some
extent decadal variations in rainfall over the Sahel.

As discussed in [PCC (1994), stratospheric aerosols
resulting from the eruption of Mt. Pinatubo in June
1991 gave rise to a short-lived negative global mean
radiative forcing of the troposphere which peaked at

-3 to -4 Wm? a few months after the eruption and

had virtually disappeared by about the end of 1994.
A climate model was used to predict global
temperature variations between the time of the
eruption and the end of 1994 and the results agreed

.closely with observations (Figure 14). Such

agreement increases confidence in the ability of
climate models to respond in a realistic way to
transient, planetary-scale radiative forcings of large
magnitude.

Previous IPCC reports demonstrated the ability of
models to simulate some known features of
palaeoclimate. Only modest progress has been made
in this area, mainly because of the paucity of reliable
data for comparison.
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Figure 14: Predicted and observed changes in global land and
ocean surface air temperature after the eruption of Mt. Pinatubo.
Lines represent changes of three-month running mean temperature
from April to June 1991 until March to May 1995. The two model
lines represent predictions starting from different initial
atmospheric conditions.

* Currently available model simulations of global
mean surface temperature trend over the past half
century show closer agreement with observations
when the simulations include the likely effect of
aerosol in addition to greenhouse gases (Figure 15).

(iv) The model results exhibit “natural” variability on a
wide range of time- and space-scales which is
broadly comparable to that observed. This “natural”
variability arises from the internal processes at work
in the climate system and not from changes in
external forcing. Variability is a very important
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Figure 15: Simulated global annual mean warming from 1860 to
1990 allowing for increases in greenhouse gases only (dashed
curve) and greenhouse gases and sulphate aerosols (solid curve),
compared with observed changes over the same period.
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aspect of the behaviour of the climate system and has
important implications for the detection of climate
change (see Section E). The year to year variations of
surface air temperature for the current climate are
moderately realistic in model simulations at the
larger space-scales. For example the smaller
variability over the oceans compared with continental
interiors is captured. Too low interannual variability
of the tropical east and central Pacific Ocean
temperatures associated with the El Nifio-Southern
Oscillation (ENSO) phenomenon is one deficiency.
No current coupled atmosphere-ocean model
simulates all aspects of ENSO events, but some of
the observed interannual variations in the atmosphere
associated with these events are captured.

Climate models are calibrated, in part, by introducing
adjustments which are empirically determined. The most
striking example of these are the systematic adjustments (the
so-called flux adjustments) that are used in some models at the
atmosphere-ocean interface in order to bring the simulated
climate closer to the observed state. These adjustments are
used to compensate for model errors, for example
inadequacies in the representation of clouds in atmospheric
models. Flux adjustments, which can be quite large in some
models, are used to ensure that the simulated present day
climate is realistic and hence that climate feedback processes
operate in the appropriate range in climate change simulations.
Many features of the response of models with and without
flux adjustments to increasing greenhouse gases are
qualitatively similar. The most substantial differences in
simulated climate change can generally be traced to
deficiencies in the simulation of current climate in the
unadjusted models, for example, systematic errors in sea ice.
The main unknown regarding the use of adjustments in
models is the extent to which they allow important non-linear
processes to operate in the models. They have been tested
with a good degree of success against known climate
variations including the seasonal cycle and the perturbations
mentioned above. This provides some confidence in their use
for future climate perturbations caused by human activities.

In summary, confidence in climate models has increased
since 1990. Primary factors that have served to raise our
confidence are model improvements, e.g., the successful
incorporation of additional physical processes (such as
cloud microphysics and the radiative effects of sulphate
aerosols) into global coupled models, and the improvement
in such models’ simulation of the observed changes in
climate over recent decades. Further confidence will be
gained as models continue to improve.
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D.2 Climate model feedbacks and uncertainties
Warming from radiative forcing will be modified by
climate feedbacks which may either amplify (a positive
feedback) or reduce (a negative feedback) the initial
response. The likely equilibrium response of global surface
temperature to a doubling of equivalent carbon dioxide
concentration (the “climate sensitivity””) was estimated in
1990 to be in the range 1.5 to 4.5 °C, with a “best estimate”
of 2.5°C. The range of the estimate arises from
uncertainties in the climate models and in their internal
feedbacks, particularly those concerning clouds and related
processes. No strong reasons have emerged to change these
estimates of the climate sensitivity. The present activities
regarding incorporation of these feedback processes in
models are described below.

Water vapour feedback
An increase in the temperature of the atmosphere increases
its water holding capacity and is expected to be
accompanied by an increase in the amount of water vapour.
Since water vapour is a powerful greenhouse gas, the
increased water vapour would in turn lead to a further
enhancement of the greenhouse effect (a positive feedback).
About half of this feedback depends on water vapour in
the upper troposphere, whose origin and response to
surface temperature increase is not fully understood.
Feedback by water vapour in the lower troposphere is
unquestionably positive and the preponderance of evidence
points to the same conclusion for upper tropospheric water
vapour. Feedbacks resulting from changes in the decrease
of temperature with height can partially compensate the
water vapour feedback.

Cloud/radiative feedback
Several processes are involved in cloud/radiative feedback.
Clouds can both absorb and reflect solar radiation (which
cools the surface) and absorb and emit long-wave radiation
(which warms the surface), depending on cloud height,
thickness and cloud radiative properties. The radiative
properties of clouds depend on the evolution of atmospheric
water in its vapour, liquid and ice phases and upon
atmospheric aerosols. The processes are complex and,
although considerable progress has been made since IPCC
(1990) in describing and modelling those cloud processes
that are most important for determining radiative and hence
temperature changes, their uncertainty represents a
significant source of potential error in climate simulation.
This potential error can be estimated by first noting that
if clouds and sea ice are kept fixed according to their
observed distributions and properties, climate models
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would all report climate sensitivities in the range of 2 to
3°C. Modellers have shown for various assumptions that
physically plausible changes in cloud distribution could
either as much as double the warming expected for fixed
clouds or, on the other hand, reduce it by up to 1°C. The
range in estimated climate sensitivity of 1.5 to 4.5°C is
Jargely dictated by this uncertainty.

Ocean circulation

Oceans play an important role in climate because they
carry large amounts of heat from the tropics to the poles.
They also store large amounts of heat, carbon and CO, and
are a major source of water to the atmosphere (through
evaporation). Coupling of atmospheric and oceanic GCMs
(see Box 2) improves the physical realism of models used
for projections of future climate change, particularly the
timing and regional distribution of the changes.

Several models show a decrease or only marginal
increase of sea surface temperatures in the northern North
Atlantic in response to increasing greenhouse gases, related
to a slowing down of the thermohaline circulation as the
climate warms. This represents a local negative
temperature feedback, although changes in cloud cover
might be an important factor. The main influence of the
oceans on simulations of climate change occurs because of
their large heat capacity, which introduces a delay in
warming that is not uniform spatially.

Ice and snow albedo feedback
An ice or snow covered surface strongly reflects solar
radiation (i.e., it has a high “albedo™). As some ice melts at
the warmer surface, less solar radiation is reflected leading
to further warming (a positive feedback), but this is
complicated by clouds, leads (areas of open water in sea
ice) and snow cover.

The realism of simulated sea ice cover varies
considerably between models, although sea ice models that
include ice dynamics are showing increased accuracy.

Land-surface/atmosphere interactions

Anthropogenic climate changes, e.g., increased
temperature, changes in precipitation, changes in net
radiative heating and the direct effects of CO,, will
influence the state of the land surface (soil moisture,
albedo, roughness, vegetation). In turn, the altered land
surface can feed back and alter the overlying atmosphere
(precipitation, water vapour, clouds). Changes in the
composition and structure of ecosystems can alter not only
physical climate, but also the biogeochemical cycles (see
Section B). Although land-surface schemes used in current
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GCMs may be more sophisticated than in IPCC (1990), the
disparity between models in their simulation of soil
moisture and surface heat and moisture fluxes has not been
reduced. Confidence in calculation of regional projections
of soil moisture changes in response to greenhouse gas and
aerosol forcing remains low.

Changes in vegetation can potentially further modify
climate locally and regionally by altering the exchange of
water and energy between the land surface and atmosphere.
For example, forests spreading into tundra in a warmer
world would absorb a greater proportion of solar energy
and increase the warming. This feedback would be
modified by land-use changes such as deforestation.
Coupled atmosphere-ocean models used for climate change
studies do not yet include such interactions between
climate and vegetation, and such feedbacks may have
important effects on regional climate change projection.

E Detection of Climate Change and Attribution of
Causes

An important question is: does the instrumental record of
temperature change show convincing evidence of a human
effect on global climate? With respect to the increase in
global mean temperature over the last 100 years, IPCC
(1990) concluded that the observed warming was “broadly
consistent with predictions of climate models, but it is also
of the same magnitude as natural climate variability”. The
report went on to explain that “the observed increase could
be largely due to this natural variability; alternatively this
variability and other human factors could have offset a still
larger human-induced greenhouse warming”.

Since IPCC (1990), considerable progress has been
made in the search for an identifiable human-induced effect
on climate.

E.1 Better simulations for defining a human-induced
climate change “signal”

Experiments with GCMs are now starting to incorporate
some of the forcing due to human-induced changes in
sulphate aerosols and stratospheric ozone. The inclusion of
these additional factors has modified in important ways the
picture of how climate might respond to human influences.
Furthermore, we now have information on both the timing
and spatial patterns of human-induced climate change from
a large (>18) number of transient experiments in which
coupled atmosphere-ocean models are driven by past
and/or projected future time-dependent changes in CO,
concentration (used as a surrogate to represent the
combined effect of CO, concentration and other well-
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mixed greenhouse gases; see “equivalent CO,” in the
Glossary). Some of these experiments have been repeated
with identical forcing but starting from a slightly different
initial climate state. Such repetitions help to better define
the expected climate response to increasing greenhouse
gases and aerosols. However, important uncertainties
remain; for example, no model has incorporated the full
range of anthropogenic forcing effects.

E.2 Better simulations for estimating natural internal
climate variability

In observed data, any “signal” of human effects on climate
must be distinguished from the background “noise” of
climate fluctuations that are entirely natural in origin. Such
natural fluctuations occur on a variety of space- and time-
scales, and can be purely internal (due to complex
interactions between individual components of the climate
system, such as the atmosphere and ocean) or externally
driven by changes in solar variability or the volcanic
aerosol loading of the atmosphere. It is difficult to separate
a signal from the noise of natural variability in the
observations. This is because there are large uncertainties
in the evolution and magnitude of both human and natural
forcings, and in the characteristics of natural internal
variability, which translate to uncertainties in the relative
magnitudes of signal and noise.

In the modelled world, however, it is possible to perform
multi-century control experiments with no human-induced
changes in greenhouse gases, sulphate acrosols or other
anthropogenic forcings. Since 1990, a number of such
control experiments have been performed with coupled
atmosphere-ocean models. These yield important
information on the patterns, time-scales, and magnitude of
the “internally generated” component of natural climate
variability. This information is crucial for assessing
whether observed changes can be plausibly explained by
internal climatic fluctuations, but constitutes only one part
of the “total” natural variability of climate (since such
control runs do not include changes in solar output or
volcanic aerosols). Uncertainties still remain in estimates
of both internal and total natural climate variability,
particularly on the decadal-to-century time-scales.

E.3 Studies of global mean change

Most studies that have attempted to detect an
anthropogenic effect on climate have used changes in
global mean, annually averaged temperature only. These
investigations compared observed.changes over the past
10-100 years with estimates of internal or total natural
variability noise derived from palaeodata, climate models,
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or statistical models fitted to observations. Most but not all
of these studies show that the observed change in global
mean, annually averaged temperature over the last century
is unlikely to be due entirely to natural fluctuations of the
climate system.

These global mean results cannot establish a clear cause
and effect link between observed changes in atmospheric
greenhouse gas concentrations and changes in the Earth’s
surface temperature. This is the attribution issue.
Attribution is difficult using global mean changes only
because of uncertainties in the histories and magnitudes of
natural and human-induced forcings: there are many
possible combinations of these forcings that could yield the
same curve of observed global mean temperature change.
Some combinations are more plausible than others, but
relatively few data exist to constrain the range of possible
solutions. Nevertheless, model-based estimates of global
temperature increase over the last 130 years are more
easily reconciled with observations when the likely cooling
effect of sulphate aerosols is taken into account, and
provide qualitative support for an estimated range of
climate sensitivity consistent with that given in IPCC
(1990) (Figure 16).

E.4 Studies of patterns of change

To better address the attribution problem, a number of
recent studies have compared observations with model-
predicted patterns of temperature-change in response to
anthropogenic forcing. The argument underlying pattern-
based approaches is that different forcing mechanisms
(“causes”) may have different patterns of response
(“effects”), particularly if one considers the full three- or
even four-dimensional structure of the response, e.g.,
temperature change as a function of latitude, longitude,
height and time. Thus a good match between modelled and
observed multi-dimensional patterns of climate change
would be difficult to achieve for “causes” other than those
actually used in the model experiment.

Several studies have compared observed patterns of
temperature change with model patterns of change from
simulations with changes in both greenhouse gases and
anthropogenic sulphate acrosols. These comparisons have
been made at the Earth’s surface and in vertical sections
through the atmosphere. While there are concerns
regarding the relatively simple treatment of aerosol effects
in model experiments, and the neglect of other potentially
significant contributions to the radiative forcing, all such
pattern comparison studies show significant
correspondence between the observations and model
predictions (an example is shown in Figure 17). Much of
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Figure 16: Observed changes in global mean temperature over
1861 to 1994 compared with those simulated using an upwelling
diffusion-energy balance climate model. The model was run first
with forcing due to greenhouse gases alone (a) and then with
greenhouse gases and aerosols (b).

the model-observed correspondence in these experiments
occurs at the largest spatial scales — for example,
temperature differences between hemispheres, land and
ocean, or the troposphere and stratosphere. Model
predictions are more reliable at these spatial scales than at
the regional scale. Increasing confidence in the
identification of a human-induced effect on climate comes
primarily from such pattern-based work. For those seasons
during which aerosol effects should be most pronounced
the pattern correspondence is generally higher than that
achieved if model predictions are based on changes in
greenhouse gases alone (Figure 17).

As in the global mean studies, pattern-oriented detection
work relies on model estimates of internal natural
variability as the primary yardstick for evaluating whether
observed changes in temperature patterns could be due to
natural causes. Concerns remain regarding the reliability of
this yardstick.

E.5 Qualitative consistency
In addition to quantitative studies, there are broad areas of
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qualitative agreement between observations and those
model predictions that either include aerosol effects or do
not depend critically on their inclusion. As in the
quantitative studies, one must be cautious in assessing
consistency because the expected climate change signal
due to human activities is still uncertain, and has changed
as our ability to model the climate system has improved. In
addition to the surface warming, the model and observed
commonalities in which we have most confidence include
stratospheric cooling, reduction in diurnal temperature
range, sea level rise, high latitude precipitation increases
and water vapour and evaporation increase over tropical
oceans.

E.6 Overall assessment of the detection and attribution
issues

In summary, the most important results related to the issues

of detection and attribution are:

* The limited available evidence from proxy climate
indicators suggests that the 20th century global mean
temperature is at least as warm as any other century
since at least 1400 AD. Data prior to 1400 are too
sparse to allow the reliable estimation of global mean
temperature (see Section C.2).

* Assessments of the statistical significance of the
observed global mean temperature trend over the last
century have used a variety of new estimates of
natural internal and externally forced variability.
These are derived from instrumental data, palacodata,
simple and complex climate models, and statistical
models fitted to observations. Most of these studies
have detected a significant change and show that the
observed warming trend is unlikely to be entirely
natural in origin,

* More convincing recent evidence for the attribution
of a human effect on climate is emerging from
pattern-based studies, in which the modelled climate
response to combined forcing by greenhouse gases
and anthropogenic sulphate aerosols is compared
with observed geographical, seasonal and vertical
patterns of atmospheric temperature change. These
studies show that such pattern correspondences
increase with time, as one would expect as an
anthropogenic signal increases in stréngth.
Furthermore, the probability is very low that these
correspondences could occur by chance as a result of
natural internal variability only. The vertical patterns
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Figure 17: Annual mean near-surface air temperature chahges (°C) from equilibrium response experiments with an atmospheric GCM
with a mixed-layer ocean coupled to a tropospheric chemistry model, forced with present-day atmospheric concentrations of CO, (a)
and by the combined effects of present-day CO, levels and sulphur emissions (b). Observed temperature changes from 1955-74 to
1975-94, shown in Figure 9, are qualitatively more similar to the changes in the combined forcing experiment than in the CO, only
experiment.
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of change are also inconsistent with those expected
for solar and volcanic forcing.

*  Our ability to quantify the human influence on global
climate is currently limited because the expected
signal is still emerging from the noise of natural
variability, and because there are uncertainties in key
factors. These include the magnitude and patterns of
long-term natural variability and the time-evolving
pattern of forcing by, and response to, changes in
concentrations of greenhouse gases and aerosols, and
land-surface changes. Nevertheless, the balance of
evidence suggests that there is a discernible human
influence on global climate.

F The Prospects for Future Climate Change

F.1 Forcing scenarios

Projections of future anthropogenic climate change depend,
amongst other things, on the scenario used to force the
climate model. The IS92 emission scenarios are used here
for projections of changes in global mean temperature and
sea level. The IS92 scenarios include emissions of both
greenhouse gases and aerosol precursors (see Section
B.9.1) and for the first time both factors have been taken
into account in the global mean temperature and sea level
projections (Section F.2).

In many coupled model experiments the forcing scenario
is simplified by summing the radiative forcings of all the
trace gases (COZ, CH4, O,, etc.) and treating the total
forcing as if it came from an “equivalent” concentration of
CO,. The rate of increase of “equivalent CO,” in these
experiments is often assumed to be a constant +1%/yr
{(compounded). For comparison the 1S92a Scenario,
neglecting the effect of aerosols, is equivalent to a
compounded rate of increase varying from 0.77 to
0.84%/yr during the 21st century.

The projections of global mean temperature and sea
level changes do not come directly from coupled
atmosphere-ocean models. Though these are the most
sophisticated tools available for making projections of
future climate change they are computationally expensive,
making it unfeasible to produce results based on a large
number of emissjon scenarios. In order to assess global
temperature and sea level projections for the full range of
[S92 emission scenarios, simple upwelling diffusion-
energy balance models (see Box 2) can be employed to
interpolate and extrapolate the coupled model results.
These models, used for similar tasks in IPCC (1990) and
IPCC (1992), are calibrated to give the same globally
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averaged temperature response as the coupled atmosphere-
ocean models.

The climate simulations here are called projections
instead of predictions to emphasise that they do not
represent attempts to forecast the most likely (or “best
estimate”) evolution of climate in the future. The
projections are aimed at estimating and understanding
responses of the climate system to possible forcing
scenarios.

F.2 Projections of climate change
F.2.1 Global mean temperature response to 1S92 emission
scenarios

Using the IS92 emission scenarios, which include
emissions of both greenhouse gases and aerosol precursors
(Section B.9.1) projected global mean temperature changes
relative to 1990 were calculated for the 21st century.
Temperature projections assuming the “best estimate”
value of climate sensitivity, 2.5°C, (see Section D.2) are
shown for the full set of IS92 scenarios in Figure 18. For
[S92a the temperature increase by 2100 is about 2°C.
Taking account of the range in the estimate of climate
sensitivity (1.5 to 4.5°C) and the full set of IS92 emission
scenarios. the models project an increase in global mean
temperature of between 0.9 and 3.5°C (Figure 19). In all
cases the average rate of warming would probably be
greater than any seen in the last 10,000 years, but the actual
annual to decadal changes would include considerable
natural variability. Because of the thermal inertia of the
oceans, global mean temperature would continue to
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Figure 18: Projected global mean surface temperature changes
from 1990 to 2100 for the full set of 1S92 emission scenarios. A
climate sensitivity of 2.5°C is assumed.
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Figure 19: Projected global mean surface temperature change
extremes from 1990 to 2100. The highest temperature changes
assume a climate sensitivity of 4.5°C and the [S92e¢ emission
scenario; the lowest a climate sensitivity of 1.5°C and the 1S92¢
emission scenario and the mid-range curve a climate sensitivity of
2.5°C and the IS92a Scenario. The solid curves include the effect
of changing aerosol; the dashed curves assume aerosol emissions
remain constant at their 1990 levels.

increase beyond 2100 even if concentrations of greenhouse
gases were stabilised at that time. Only 50-90% of the
eventual temperature changes are realised at the time of
greenhouse gas stabilisation. All scenarios show substantial
climate warming, even when the negative aerosol radiative
forcing is accounted for. Although CO, is the most
important anthropogenic greenhouse gas, the other
greenhouse gases contribute significantly (about 30%) to
the projected global warming.

To allow closer comparison with the projections presented in
IPCC (1990) and IPCC (1992) and to illustrate the sensitivity of
future global temperature to changes in aerosol concentrations,
the same series of calculations were performed neglecting
future aerosol changes, i.e. acrosol concentrations were held
constant at 1990 levels. These lead to higher projections of
temperature change. Taking account of the range in the estimate
of climate sensitivity and the full set of IS92 emission scenarios,
the models project an increase in global mean temperature of
between 0.8 and 4.5°C. For [S92a, assuming the *“‘best estimate”
of climate sensitivity, the temperature increase by 2100 is about
2.4°C. For comparison, the corresponding temperature increase
for IS92a presented in IPCC (1992) was 2.8°C. The projections
in IPCC (1990) were based on an earlier set of emission
scenarios, the “best estimate” for the increase in global
temperature by 2100 (relative to 1990) was 3.3°C.

F.2.2 Global mean sea level response to IS92 emission
scenarios
Using the IS92 emission scenarios, including greenhouse gas
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and aerosol precursors, projected global mean sea level
increases relative to 1990 were calculated for the 21st
century. Sea level projections assuming the “best estimate”
values for climate sensitivity and ice melt are shown for the
full set of IS92 scenarios in Figure 20. For 1S92a, the sea
level rise by 2100 is 49 cm. For comparison, the “best
estimate” of global sea level rise by 2100 given in IPCC
(1990) was 66 cm. Also taking account of the ranges in the
estimate of climate sensitivity and ice melt parameters, and
the full set of IS92 emission scenarios, the models project an
increase in global mean sea level of between 13 and 94 ¢m
(Figure 21). During the first half of the next century, the
choice of emission scenario has relatively little effect on the
projected sea level rise due to the large thermal inertia of the
ocean-ice-atmosphere climate system, but has increasingly
larger effects in the latter part of the next century. In
addition, because of the thermal inertia of the oceans, sea
level would continue to rise for many centuries beyond 2100
even if concentrations of greenhouse gases were stabilised at
that time. The projected rise in sea level is primarily due to
thermal expansion as the ocean waters warm, but also due to
increased melting of glaciers.

In these projections, the combined contributions of the
Greenland and Antarctic ice sheets are projected to be
relatively minor over the next century. However, the
possibility of large changes in the volumes of these ice
sheets (and, consequently, in sea level) cannot be ruled out,
although the likelihood is considered to be low.

Changes in future sea level will not occur uniformly
around the globe. Recent coupled atmosphere-ocean model
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Figure 20: Projected global mean sea level rise from 1990 to
2100 for the full set of [S92 emission scenarios. A climate
sensitivity of 2.5°C and mid-value ice melt parameters are
assumed.
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Figure 21: Projected global mean sea level rise extremes from
1990 to 2100. The highest sea level rise curve assumes a climate
sensitivity of 4.5°C, high ice melt parameters and the IS92e
emission scenario; the lowest a climate sensitivity of 1.5°C, low
ice melt parameters and the I1S92¢ emission scenario and the
middle curve a climate sensitivity of 2.5°C, mid-value ice melt
parameters and the IS92a Scenario.

experiments suggest that the regional responses could
differ substantially, owing to regional differences in
heating and circulation changes. In addition, geological and
geophysical processes cause vertical land movements and
thus affect relative sea levels on local and regional scales.

Tides, waves and storm surges could be affected by
regional climate changes, but future projections are, at
present, highly uncertain.

F.2.3 Temperature and sea level projections compared
with IPCC (1990)

The global average temperature and sea level projections

presented here for 1990 to 2100, both excluding and

including changing aerosol emissions, are lower than the

corresponding projections presented in IPCC (1990).

Taking into account the negative radiative forciﬁg of

aerosols reduces projections of temperature and sea level

rise. Those projections which exclude the effect of
changing aerosol emissions are lower than IPCC (1990) for
a number of reasons, mainly:

* The revised (IS92) emission scenarios have been
used for all greenhouse gases. This is particularly
important for CO, and CFCs.

* Revised treatment of the carbon cycle. The carbon
cycle model used to calculate future temperature and
sea level rise in IPCC (1990) and IPCC (1992) did
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not incorporate the effect of carbon uptake through
CO, fertilisation, resulting in higher future co,
concentrations for given emissions in IPCC (1990).

» The inclusion of aerosol effects in the pre-1990
radiative forcing history. The estimated historical
changes of radiative forcing up to 1990, used in this
report for global mean temperature and sea level
projections, includes a component due to aerosols.
This particularly affects projections of sea level rise,
which are strongly influenced by the history of
radiative forcing over the last century.

* Revised (and more realistic) parameters in the simple
upwelling diffusion-energy balance climate model.

» The inclusion in the model of spatial variations in the
climate sensitivity and the effect of changing strength
of the thermohaline circulation, to accord with coupled
atmosphere-ocean general circulation models.

e The use of improved models for the ice melt
component of sea level rise.

F.3 Spatial patterns of projected climate change
Although in global mean terms, the effect of including
aerosols is to reduce the projected warming (see Section
F.2), it can be misleading to consider only the global mean
surface temperature, which does not give an effective
indication of climate change at smaller spatial scales.

Because aerosols are short-lived, they are unevenly
distributed across the globe, being concentrated near
regions where they are emitted. As a result, the spatial
pattern of aerosol forcing is very different to that produced
by the long-lived well-mixed greenhouse gases and, when
considering patterns of climate change, their cooling effect
is not a simple offset to the warming effect of greenhouse
gases, as might be implied from the global mean results.
Aerosols are likely to have a significant effect on future
regional climate change.

Confidence is higher in hemispheric to continental scale
projections of climate change (Section F.3.1) than at regional
scales (Section F.3.2), where confidence remains low.

F.3.1 Continental scale patterns

In IPCC (1990), estimates of the patterns of future climate
change were presented, the most robust of which related to
continental and larger spatial scales. The results were based
on GCM experiments which included the effect of greenhouse
gases, but did not take into account the effects of aerosols.
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The following provides some details of the changes on
continental scales in experiments with greenhouse gases
alone (generally represented by a 1%/yr increase in CO,)
and increases in greenhouse gas and aerosol concentrations
(using aerosol concentration derived from the 1S92a
Scenario). It is important to realise that, in contrast to the
many model results with CO, alone, there are only two
recent coupled atmosphere-ocean model simulations that
include the effects of both aerosols and CO,, neither of
which have yet been thoroughly analysed. We have
concentrated on those changes which show most
consistency between models, and for which plausible
physical mechanisms have been identified.

Temperature and Precipitation

All model simulations, whether they are forced with
increased concentrations of greenhouse gases and aerosols,
or with increased greenhouse gas concentrations alone,
show the following features:

* generally greater surface warming of the land than of
the oceans in winter, as in equilibrium simulations
(Figures 22 and 23);

* a minimum warming around Antarctica and in the
northern North Atlantic which is associated with
deep oceanic mixing in those areas;
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*  maximum warming in high northern latitudes in late
autumn and winter associated with reduced sea ice
and snow cover;

» little warming over the Arctic in summer;

» little seasonal variation of the warming in low
latitudes or over the southern circumpolar ocean;

* areduction in diurnal temperature range over land in
most seasons and most regions;

» an enhanced global mean hydrological cycle;

e increased precipitation in high latitudes in winter.

Including the effects of aerosols in simulations of future
climate leads to a somewhat reduced surface warming,
mainly in middle latitudes of the Northern Hemisphere.
The maximum winter warming in high northern latitudes is
less extensive (compare Figures 22 and 23).

However, adding the cooling effect of aerosols is not a
simple offset to the warming effect of greenhouse gases,
but significantly affects some of the continental scale
patterns of climate change. This is most noticeable in
summer where the cooling due to aerosols tends to weaken
monsoon circulations. For example, when the effects of
both greenhouse gases and aerosols are included, Asian
summer monsoon rainfall decreases, whereas in earlier
simulations with only the effect of greenhouse gases
represented, Asian summer monsoon rainfall increased.

90°E
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Figure 22: The pattern of surface temperature change projected at the time of CO, doubling from a transient coupled model experiment.
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Figure 23: The pattern of surface temperature change projected by a transient coupled model at the time of CO, doubling when both

CO, and aerosol concentration increases are taken into account.

Conversely, the addition of aerosol effects leads to an
increase in precipitation over southern Europe, whereas
decreases are found in simulations with greenhouse gases
only. These changes will be sensitive to the aerosol
scenario used, and the details of the parametrization of the
radiative effects of aerosol. Other forcings, including that
due to increases in tropospheric ozone, soot and the
indirect effect of sulphate aerosols have been neglected and
could influence these results. In general, regional
projections are also sensitive to model resolution and are
affected by large natural variability. Hence confidence in
regional projections remains low.

With increases in CO, only, two coupled atmosphere-
ocean models show a pattern of SST (sea surface
temperature) change, precipitation change and anomalies in
wind and ocean currents that resemble the warm phase of
ENSO, as well as the observed decadal time-scale SST
anomalies of the 1980s and early 1990s. This is
characterised by a reduction of the east-west SST gradient
in the tropical Pacific, though the magnitude of this effect
varies among models.

Soil moisture
Although there is less confidence in simulated changes in
so0il moisture than in those of temperature, some of the

results concerning soil moisture are dictated more by
changes in precipitation and evaporation than by the
detailed response of the surface scheme of the climate
model. All model simulations, whether they are forced with
increased concentrations of greenhouse gases and aerosols,
or with increased greenhouse gas concentrations alone,
produce predominantly increased soil moisture in high
northern latitudes in winter. Over the northern continents in
summer, the changes in soil moisture are sensitive to the
inclusion of aerosol effects.

Ocean circulation

In response to increasing greenhouse gases, most models
show a decrease in the strength of the northern North
Atlantic oceanic circulation further reducing the strength of
the warming around the North Atlantic. The increase in
precipitation in high latitudes decreases the surface salinity,
inhibiting the sinking of water at high latitude, which
drives this circulation.

F.3.2 Regional scale patterns

Estimation of the potential impacts of climate change on
human infrastructure and natural ecosystems requires
projections of future climate changes at the regional scale,
rather than as global or continental means.
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Since IPCC (1990), a greater appreciation has been
developed of the uncertainties in making projections at the
regional scale. There are several difficulties:

* The global climate models used for future projections
are run at fairly coarse resolution and do not
adequately depict many geographic features (such as
coastlines, lakes and mountains), surface vegetation,
and the interactions between the atmosphere with the
surface which become more important on regional
scales. Considerable spread exists among model
projections on the regional scale even when climate
model experiments are driven by the same future
radiative forcing scenario.

* There is much more natural variation in local climate
than in climate averaged over continental or larger
scales. This variation arises from locally generated
variability from storms, interactions between the
atmosphere and the oceans (such as ENSO), and
from variations in soil moisture, sea ice, and other
components of the climate system. Series or
ensembles of model predictions started from different
initial conditions allow both the mean climate and the
superimposed variability to be determined.

* Because of their uneven spatial distribution, human
induced tropospheric aerosols are likely to greatly
influence future regional climate change. At present,
however, there are very few projections of climate
change with coupled atmosphere-ocean models (the
type of model that gives more reliable information on
the regional scale) which include the radiative effects
of aerosols. Those that have been run include a very
simplified representation of acrosol effects.

* Land-use changes are also believed to have a
significant impact on temperature and precipitation
changes, especially in the tropics and subtropics.
Climate model experiments have shown the
likelihood of substantial local climate change
associated with deforestation in the Amazon, or
desertification in the Sahel. Changes in land-use on
small scales which cannot be foreseen are expected
to continue to influence regional climate.

Because of these problems, no information on future
regional climate change is presented here. However,
this situation is expected to improve in the future as a
result of:
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* more coupled atmosphere-ocean model experiments
with aerosol effects included;

* improvements in models, both from increased
resolution and improved representation of small-
scale processes;

* more refined scenarios for aerosols and other
forcings.

F.3.3 Changes in variability and extremes

Small changes in the mean climate or climate variability
can produce relatively large changes in the frequency of
extreme events (defined as events where a certain threshold
is surpassed); a small change in the variability has a
stronger effect than a similar change in the mean.

Temperature

A general warming tends to lead to an increase in
extremely high temperature events and a decrease in
extremely low temperatures (e.g., frost days).

Hydrology

Many models suggest an increase in the probability of
intense precipitation with increased greenhouse gas
concentrations. In some areas a number of simulations
show there is also an increase in the probability of dry days
and the length of dry spells (consecutive days without
precipitation). Where mean precipitation decreases, the
likelihood of drought increases. New results reinforce the
view that variability associated with the enhanced
hydrological cycle translates into prospects for more severe
droughts and/or floods in some places and less severe
droughts and/or floods in other places.

Mid-latitude storms

In the few analyses available, there is little agreement
between models on the changes in storminess that might
occur in a warmer world. Conclusions regarding extreme
storm events are obviously even more uncertain.

Hurricanes/Tropical cyclones

The formation of tropical cyclones depends not only on sea
surface temperature (SST), but also on a number of
atmospheric factors. Although some models now represent
tropical storms with some realism for present day climate,
the state of the science does not allow assessment of future
changes.

El Nifio-Southern Oscillation
Several global coupled models indicate that the ENSO-like
SST variability they simulate continues with increased
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CO,. Associated with the mean increase of tropical SSTs
as a result of increased greenhouse gas concentrations,
there could be enhanced precipitation variability associated
with ENSO events in the increased CO2 climate, especially
over the tropical continents.

F.4 Effects of stabilising greenhouse gas concentrations

Possible global temperature and sea level response (o the
scenarios for stabilising concentrations discussed in
Section B.9.2 were calculated with the same upwelling
diffusion-energy balance model used for the results in
Sections F.2.1 and F.2.2.

For each of the pathways leading to stabilisation, the
climate system shows considerable warming during the
21st century. Figure 24 shows temperature increases for the
cases which stabilise at concentrations of 650 and 450
ppmv for different climate sensitivities. Stabilisation of the
concentration does not lead to an immediate stabilisation of
the global mean temperature. The global mean temperature
is seen to continue rising for hundreds of years after the
concentrations have stabilised in Figure 24 due to long
time-scales in the ocean.

As shown in Figure 25, the long-term sea level rise
“commitment” is even more pronounced. Sea level
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Figure 24: The global mean surface temperature response to the
CO, concentration pathways leading to stabilisation at 450
(dashed curves) and 650 (solid curves) ppmv (see Figure 7a) for a
climate sensitivity of 1.5, 2.5 and 4.5 °C. The changes shown are
those arising from CO, increases alone. The date of concentration
stabilisation is indicated by the dot. Calculations assume the
“observed” history of forcing to 1990, including aerosol effects
and then CO, concentration increases only beyond 1990.
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Figure 25: The global mean sea level response to the CO,
concentration pathways leading to stabilisation at 450 (dashed
curves) and 650 (solid curves) ppmv (see Figure 7a) for a climate
sensitivity of 1.5, 2.5 and 4.5 °C. The changes shown are those
arising from CO, increases alone. The date of concentration
stabilisation is indicated by the dot. Calculations assume the
“observed” history of forcing to 1990, including aerosol effects
and then CO, concentration increases only beyond 1990.

continues to rise, at only a slowly declining rate, for many
centuries after greenhouse gas concentrations and
temperatures have stabilised.

F.5 The possibility of surprises
Unexpected external influences, such as volcanic eruptions,
can lead to unexpected and relatively sudden shifts in the
climatic state. Also, as the response of the climate system
to various forcings can be non-linear, its response to
gradual forcing changes may be quite irregular. Abrupt and
significant changes in the atmospheric circulation
involving the North Pacific which began about 1976 were
described in IPCC (1990). A related example is the
apparent fluctuation in the recent behaviour of ENSO, with
warm conditions prevailing since 1989, a pattern which has
been unusual compared to previous ENSO behaviour.
Another example is the possibility that the West
Antarctic ice sheet might “surge”, causing a rapid rise in
sea level. The current lack of knowledge regarding the
specific circumstances under which this might occur, either
in total or in part, limits the ability to quantify this risk.
Nonetheless, the likelihood of a major sea level rise by the
year 2100 due to the collapse of the West Antarctic ice
sheet is considered low.
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In the oceans the meridional overturning might weaken
in a future climate. This overturning (the thermohaline
circulation) is driven in part by deep convection in the
northern North Atlantic Ocean and keeps the northern
North Atlantic Ocean several degrees warmer than it would
otherwise be. Both the study of palaeoclimate from
sediment records and ice cores and modelling studies with
coupled climate models and ocean GCMs can be
interpreted to suggest that the ocean circulation has been
very different in the past. Both in these observations and in
the ocean models, transitions between different types
of circulation seem to occur on a time-scale of a few
decades, so relatively sudden changes in the regional
(North Atlantic, Western Europe) climate could occur,
presumably mainly in response to precipitation and
runoff changes which alter the salinity, and thus
the density, of the upper layers of the North Atlantic.
Whether or not such a sudden change can actually
be realised in response to global warming and how
strong a perturbation is required to cause a transition
between types of circulation are still the subject of much
debate.

In terrestrial ecological systems, there are thresholds in
the sustained temperature and water availability at which
one biological population is replaced by another. Some
replacement, e.g., in tree species, is slow while some, e.g.,
in micro-organisms is rapid. Minimum temperatures exist
for the survival of organisms in winter, and the populations
of such organisms may move polewards as the climate and
especially night-time temperatures warm. If the transitions
are not orderly, sudden shifts in ecosystem functioning will
occur. These may have impacts of direct human relevance
(as discussed in IPCC WGII (1995)) but may also have
surprising impacts on climate via effects on albedo, aerosol
forcing, the hydrological cycle, evapotranspiration, CO,
release and methane cycling, for example (see Sections B.1
and D.2).

G Advancing our Understanding

An important long-term goal is the accurate projection of
regional climate change, so that potential impacts can be
adequately assessed. Progress towards this objective
depends on determining the likely global magnitude and
rate of human-induced climate change, including sea level
change, as well as the regional expressions of these
quantities. The detection and attribution of human-induced
climate change is also most important. To achieve these
objectives requires systematic and sustained global
observations of relevant variables, as well as requiring the
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effective co-operation and participation of many nations.
The most urgent scientific problems requiring attention
concern:

(i) the rare and magnitude of climate change and sea
level rise:

+ the factors controlling the distribution of clouds and
their radiative characteristics;

» the hydrological cycle, including precipitation,
evaporation and runoff;

» the distribution and time evolution of ozone and
acrosols and their radiative characteristics;

* the response of terrestrial and marine systems to
climate change and their positive and negative
feedbacks;

+ the response of ice sheets and glaciers to climate;

+ the influence of human activities on emissions;

* the coupling between the atmosphere and ocean, and
ocean circulation;

* the factors controlling the atmospheric
concentrations of carbon dioxide and other
greenhouse gases;

(ii)  detection and aftribution of climate change:

* systematic observations of key variables, and
development of model diagnostics relating to climate
change;

* relevant proxy data to construct and test
palaeoclimatic time-series to describe natural
variability of the climate system;

(iii) regional patterns of climate change:

* land-surface processes and their link to atmospheric
processes;

* coupling of scales between global climate models

and regional and smaller scale models;
* simulations with higher resolution climate models.

The research activities for each objective are strongly
interconnected. Such research is and needs to be conducted
by individual investigators in a variety of institutions,
as well as by co-ordinated international efforts which
pool national resources and talents in order to more
efficiently engage in large-scale integrated field and
modelling programmes to advance our understanding.



Technical Summary

References

IPCC, (Intergovernmental Panel on Climate Change) 1990:
Climate Change: The IPCC Scientific Assessment, J.T.
Houghton, G.J. Jenkins and J.J. Ephraums (eds.). Cambridge
University Press, Cambridge, UK, 365 pp.

IPCC, 1992: Climate Change 1992: The Supplementary Report
to the IPCC Scientific Assessment, J.T. Houghton, B.A.
Callander and S.K. Varney (eds.). Cambridge University Press,
Cambridge, UK, 198 pp.

47

IPCC, 1994: Climate Change 1994: Radiative Forcing of Climate
Change and an Evaluation of the IPCC 1892 Emission
Scenarios, J.T. Houghton, L.G. Meira Filho, J. Bruce, Hoesung
Lee, B.A. Callander, E. Haites, N. Harris and K. Maskell (eds.).
Cambridge University Press, Cambridge, UK, 339 pp.

TIPCC WGIL, 1995: Climate Change 1995-Impacts, Adaptations and
Mitigations of Climate Change: Scientific-Technical Analyses: The
Second Assessment Report of the Inter-Governmental Panel on
Climate Change. R.T. Watson, M.C. Zinyowera and R.H. Moss
(eds.). Cambridge University Press, New York, USA.



48 Technical Summary
Glossary
Aerosols Airborne particles. The term has also come to be associated, erroneously, with

Climate change (FCCC usage)

Climate change (IPCC usage)

Climate sensitivity

Diurnal temperature range

Equilibrium climate experiment

Equivalent CO,

Evapotranspiration

Greenhouse gas

Ice-cap

Ice sheet

the propellant used in “aerosol sprays”.

A change of climate which is attributed directly or indirectly to human activity
that alters the composition of the global atmosphere and which is in addition to
natural climate variability observed over comparable time periods.

Climate change as referred to in the observational record of climate occurs
because of internal changes within the climate system or in the interaction
between its components, or because of changes in external forcing either for
natural reasons or because of human activities. It is generally not possible clearly
to make attribution between these causes. Projections of future climate change
reported by IPCC generally consider only the influence on climate of
anthropogenic increases in greenhouse gases and other human-related factors.

In IPCC reports, climate sensitivity usually refers to the long-term (equilibrium)
change in global mean surface temperature following a doubling of atmospheric
CO, (or equivalent CO,) concentration. More generally, it refers to the
equilibrium change in surface air temperature following a unit change in
radiative forcing (°C/Wm™2).

The difference between maximum and minimum temperature over a period of 24
hours

An experiment where a step change is applied to the forcing of a climate model
and the model is then allowed to reach a new equilibrium. Such experiments
provide information on the difference between the initial and final states of the
model, but not on the time-dependent response.

The concentration of CO, that would cause the same amount of radiative forcing
as the given mixture of CO, and other greenhouse gases.

The combined process of evaporation from the Earth’s surface and transpiration
from vegetation.

A gas that absorbs radiation at specific wavelengths within the spectrum of
radiation (infrared radiation) emitted by the Earth’s surface and by clouds. The
gas in turn emits infrared radiation from a level where the temperature is colder
than the surface. The net effect is a local trapping of part of the absorbed energy
and a tendency to warm the planetary surface. Water vapour (H,0), carbon
dioxide (CO,), nitrous oxide (N,O), methane (CH,) and ozone (O5) are the
primary greenhouse gases in the Earth’s atmosphere.

A dome-shaped glacier usually covering a highland near a water divide.

A glacier more than 50,000 km? in area forming a continuous cover over a land
surface or resting on a continental shelf.
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Radiative forcing

Spatial scales

Soil moisture

Stratosphere

Thermohaline circulation

Transient climate experiment

Troposphere
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A simple measure of the importance of a potential climate change mechanism.
Radiative forcing is the perturbation to the energy balance of the Earth-
atmosphere system (in Wm~2) following, for example, a change in the
concentration of carbon dioxide or a change in the output of the Sun; the climate
system responds to the radiative forcing so as to re-establish the energy balance.
A positive radiative forcing tends to warm the surface and a negative radiative
forcing tends to cool the surface. The radiative forcing is normally quoted as a
global and annual mean value. A more precise definition of radiative forcing, as
used in IPCC reports, is the perturbation of the energy balance of the surface-
troposphere system, after allowing for the stratosphere to re-adjust to a state of
global mean radiative equilibrium (see Chapter 4 of IPCC (1994)). Sometimes
called “climate forcing”.

continental 10 — 100 million square kilometres (km?)
regional 100 thousand — 10 million km?
local less than 100 thousand km?

Water stored in or at the continental surface and available for evaporation. In
IPCC (1990} a single store (or “bucket”) was commonly used in climate models.
Today’s models which incorporate canopy and soil processes view soil moisture
as the amount held in excess of plant “wilting point”.

The highly stratified and stable region of the atmosphere above the troposphere
(gv.) extending from about 10 km to about 50 km.

Large scale density-driven circulation in the oceans, driven by differences in
temperature and salinity.

An analysis of the time-dependent response of a climate model to a time-varying
change of forcing.

The lowest part of the atmosphere from the surface to about 10 km in altitude in
mid-latitudes (ranging from 9 km in high latitudes to 16 km in the tropics on
average) where clouds and “weather” phenomena occur. The troposphere is
defined as the region where temperatures generally decrease with height.
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The Climate System: an overview

1.1 Climate and the Climate System

Changes in climate, whether from natural variability or
anthropogenic causes and over a range of time-scales, can
be identified and studied from different climate variables,
Because humans live in and breathe the atmosphere it is
natural to focus on the atmospheric changes where
phenomena and events are loosely divided into the realms
of “weather” and “climate”. The large fluctuations in the
atmosphere from hour-to-hour or day-to-day constitute the
weather; they occur as weather systems move, develop,
evolve, mature and decay as forms of atmospheric
turbulence. These weather systems arise mainly from
atmospheric instabilities and their evolution is governed by
non-linear “chaotic” dynamics, so that they are not
predictable in an individual deterministic sense beyond a
week or two into the future.

Climate is usually defined to be average weather,
described in terms of the mean and other statistical
quantities that measure the variability over a period of time
and possibly over a certain geographical region. Climate
involves variations in which the atmosphere is influenced
by and interacts with other parts of the climate system, and

55

“external” forcings. The internal interactive components in
the climate system (Figure 1.1) include the atmosphere, the
oceans, sea ice, the land and its features (including the
vegetation, albedo, biomass, and ecosystems), snow cover,
land ice (including the semi-permanent ice sheets of
Antarctica and Greenland and glaciers), and hydrology
(including rivers, lakes and surface and subsurface water).
The greatest variations in the composition of the
atmosphere involve water in various phases in the
atmosphere, as water vapour, clouds containing liquid water
and ice crystals, and hail. However, other constituents of the
atmosphere and the oceans can also change thereby
bringing in considerations of atmospheric chemistry, marine
biogeochemistry, and land surface exchanges.

The components normally regarded as external to the
system include the Sun and its output, the Earth’s rotation,
Sun-Earth geometry and the slowly changing orbit, the
physical components of the Earth system such as the
distribution of land and ocean, the geographic features on
the land, the ocean bottom topography and basin
configurations, and the mass and basic composition of the
atmosphere and ocean. These components determine the
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Figure 1.1: Schematic view of the components of the global climate system (bold), their processes and interactions (thin arrows) and

some aspects that may change (bold arrows).
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mean climate which may vary from natural causes. A
change in the average net radiation at the top of the
atmosphere due to perturbations in the incident solar
radiation or the emergent infrared radiation leads to what is
known as radiative forcing of the system. Changes in the
incident radiation energy from the Sun or changes in
atmospheric composition due to natural events like
volcanoes are possible examples. Other external forcings
may occur as a result of human activities, such as increases
in greenhouse gases. In this report we are particularly
concerned with the latter.

Changes in any of the climate system components,
whether internal and thus a part of the system, or from the
external forcings, cause the climate to vary or to change.
Thus climate can vary because of alterations in the internal
exchanges of energy or in the internal dynamics of the
climate system. For example, El Nifio-Southern Oscillation
(ENSO) events arise from natural coupled interactions
between the atmosphere and the ocean centred in the
tropical Pacific. As such they are a part of climate and they
lead to large and important systematic variations in weather
patterns (events such as floods and droughts) throughout
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the world from year to year. Often, however, climate is
taken to refer to much longer time-scales — the average
statistics over a 30-year period is a widespread and long-
standing working definition. On these longer time-scales,
ENSO events vanish from mean statistics but become
strongly evident in the measures of variability: the
variances and the extremes. However, the mean climate is
also influenced by the variability. These considerations
become very important as we develop models of the
climate system as tools to predict climate change.

1.2 The Driving Forces of Climate

L1.2.1 The Global Energy Balance

The source of energy which drives the climate is the
radiation from the Sun. Much of this energy is in the
visible part of the electromagnetic spectrum although some
extends beyond the red into the infrared and some extends
beyond the violet into the ultraviolet. The amount of
energy per second falling on a surface one square metre in
area facing the Sun outside the atmosphere is about 1370
W. Because of the spherical shape of the Earth, at any one

Climate Change Definitions

Although the common definition of climate refers to the average of weather, the definition of the climate system must
include the relevant portions of the broader geophysical system which increasingly interacts with the atmosphere as the
time period considered increases. For the time-scales of decades to centuries associated with the change of climate due
to the effect of enhanced greenhouse warming, the United Nations Framework Convention on Climate Change defines
the climate system to be “the totality of the atmosphere, hydrosphere, biosphere and geosphere and their interactions”.

The concept of climate change has recently acquired a number of different meanings in the scientific literature and
in relevant international fora. There is a simple view that climate change refers to any change of the classical 30-year
climatology, regardless of its causes. Often “climate change” denotes those variations due to human interference while
“climate variations” refers to the natural variations. Sometimes “climate change” designates variations longer than a
certain period. Finally, “climate change” is sometimes taken in the literature to mean climate fluctuations of a global
nature, which is an interpretation used in parts of this report and which includes the effects due to human actions, such
as the enhanced greenhouse effect, and those due to natural causes such as stratospheric aerosols from volcanic
eruptions. One complication with this definition is the anthropogenic changes of climate on a restricted space scale, a
good example of which is the heat island phenomenon by which highly urbanised areas may have a mean temperature
which is higher than it would otherwise have been.

Nevertheless, for the purposes of the United Nations Convention on Climate Change, the definition of climate
change is: “a change of climate which is attributed directly or indirectly to human activity that alters the composition of
the global atmosphere and which is in addition to natural climate variability observed over comparable time periods.”
Further, the Convention considers, for purposes of mitigation measures, only those greenhouse gases which are not
controlled by the Montreal Protocol and its Amendments (i.e., ozone-depleting substances such as CFCs and the
HCFCs), presumably on the grounds that the latter are covered by a separate international legal instrument. This
definition thus introduces the concept of the difference between climate with the effect of human-induced increase in
the concentration of greenhouse gases and that which would be realised without such human interference. This point is
important scientifically for both detection and prediction because at least one of these climate states has to be modelled.




The Climate System: an overview

90°N —=

Net Radiation
Heat Transport

90°S ==

57

Figure 1.2: The incoming solar radiation (right) illuminates only part of the Earth while the outgoing long-wave radiation is distributed
more evenly. On an annual mean basis, the result is an excess of absorbed solar radiation over the outgoing long-wave radiation in the
tropics, while there is a deficit at middle to high latitudes (far left), so that there is a requirement for a poleward heat transport in each
hemisphere (arrows) by the atmosphere and the oceans. This radiation distribution results in warm conditions in the tropics but cold at
high latitudes, and the temperature contrast results in a broad band of westerlies in the extra-tropics of each hemisphere in which there
is an embedded jet stream (shown by the “ribbon” arrows) at about 10 km above the Earth’s surface. The flow of the jetstream over the
different underlying surface (ocean, land, mountains) produces waves in the atmosphere and adds geographic spatial structure to climate.
The excess of net radiation at the equator is 68 Wm'2 and the deficit peaks at — 100 Wm2 at the South Pole and —125 Wm2 at the

North Pole; from Trenberth and Solomon (1994).

time half the Earth is in night (Figure 1.2) and the average
amount of energy incident on a level surface outside the
atmosphere is one quarter of this or 342 Wm™. About 31%
of this energy is scattered or reflected back to space by
molecules, microscopic airborne particles (known as
aerosols) and clouds in the atmosphere, or by the Earth’s
surface, which leaves about 235 Wm™ on average to warm
the Earth’s surface and atmosphere (Figure 1.3).

To balance the incoming energy, the Earth itself must
radiate on average the same amount of energy back to
Space (Figure 1.3). It does this by emitting thermal “long-
wave” radiation in the infrared part of the spectrum. The
amount of thermal radiation emitted by a warm surface
depends on its temperature and on how absorbing it is. For

a completely absorbing surface to emit 235 Wm™ of
thermal radiation, it would have a temperature of about
—19°C. This is much colder than the conditions that
actually exist near the Earth’s surface where the annual
average global mean temperature is about 15°C. However,
because the temperature in the troposphere — the lowest 10-
15 km of the atmosphere — falls off quite rapidly with
height, a temperature of —19°C is reached typically at an
altitude of 5 km above the surface in mid-latitudes.

1.2.2 The Greenhouse Effect

Some of the infrared radiation leaving the atmosphere
originates near the Earth’s surface and is transmitted
relatively unimpeded through the atmosphere; this is the
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Figure 1.3: The Earth’s radiation and energy balance. The net incoming solar radiation of 342 Wm is partially reflected by clouds and

the atmosphere, or at the surface, but 49% is absorbed by the surface. Some of that heat is returned to the atmosphere as sensible
heating and most as evapotranspiration that is realised as latent heat in precipitation. The rest is radiated as thermal infrared radiation
and most of that is absorbed by the atmosphere which in turn emits radiation both up and down, producing a greenhouse effect, as the
radiation lost to space comes from cloud tops and paits of the atmosphere much colder than the surface. The partitioning of the annual
global mean energy budget and the accuracy of the values are given in Kiehl and Trenberth (1996).

radiation from areas where there is no cloud and which is
present in the part of the spectrum known as the
atmospheric “window” (Figure 1.3). The bulk of the
radiation, however, is intercepted and absorbed by the
atmosphere which in turn emits radiation both up and
down. The emissions to space occur either from the tops of
clouds at different atmospheric levels (which are almost
always colder than the surface), or by gases present in the
atmosphere which absorb and emit infrared radiation. Most
of the atmosphere consists of nitrogen and oxygen (99% of
dry air) which are transparent to infrared radiation. It is the
water vapour, which varies in amount from 0 to about 2%,
carbon dioxide and some other minor gases present in the
atmosphere in much smaller quantities which absorb some
of the thermal radiation leaving the surface and emit
radiation from much higher and colder levels out to space.
These radiatively active gases (see Chapter 2 for details)
are known as greenhouse gases because they act as a partial
blanket for the thermal radiation from the surface and
enable it to be substantially warmer than it would

otherwise be, analogous to the effects of a greenhouse.
This blanketing is known as the natural greenhouse effect.

Clouds also absorb and emit thermal radiation and have
a blanketing effect similar to that of the greenhouse gases.
But clouds are also bright reflectors of solar radiation and
thus also act to cool the surface. While on average there is
strong cancellation between the two opposing effects of
short-wave and long-wave cloud radiative forcing (Chapter
4) the net global effect of clouds in our current climate, as
determined by space-based measurements, is a small
cooling of the surface.

1.2.3 Mars and Venus

Similar greenhouse effects also occur on our nearest
planetary neighbours, Mars and Venus. Mars is smaller
than the Earth and possesses, by Earth’s standards, a very
thin atmosphere (the pressure at the Martian surface is less
than 1% of that on Earth) consisting almost entirely of
carbon dioxide which contributes a small but significant
greenhouse effect. The planet Venus, by contrast, has a
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much thicker atmosphere, largely composed of carbon
dioxide, with a surface pressure nearly 100 times that on
Earth. The resulting greenhouse effect on Venus is very
large and leads to a surface temperature of about 500°C
more than it would otherwise be.

1.2.4 Spatial Structure of Climate and Climate Change
For the Earth, on an annual mean basis, the excess of solar
over outgoing long-wave radiation in the tropics and the
deficit at mid- to high latitudes (Figure 1.2) sets up an
equator-to-pole temperature gradient that results, with the
Earth’s rotation, in a broad band of westerlies in each
hemisphere in the troposphere. Embedded within the mid-
latitude westerlies are large-scale weather systems which,
along with the ocean, act to transport heat polewards to
achieve an overall energy balance. These weather systems
are the familiar migrating cyclones and anticyclones (i.c.,
. low and high pressure systems) and their associated cold
and warm fronts.

Because of the land-ocean contrasts and obstacles such
as mountain ranges, the mid-latitude westerlies and the
embedded jet stream (Figure 1.2) in each hemisphere
contain planetary-scale waves. These waves are usually
geographically anchored but can change with time as

(°C)

135W 135E

90w 90E

45W 45E

Figure 1.4: The anomalies in surface temperature over the Northern
Hemisphere for the winter of December 1993 to February 1994
relative to the mean for 1951 to 1980. Temperature anomalies
exceeding 1°C are stippled and those below —1°C are hatched.
The spatial structure seen here is inherent in the atmospheric
dynamics and regions of below-normal temperatures should be
expected even in the presence of an overall mean that is 0.2°C
above normal. Data courtesy of David Parker.
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heating patterns change in the atmosphere. A consequence
is that anomalies in climate on seasonal-to-annual time-
scales typically occur over large geographic regions with
surface temperatures both above and below normal in
different places. An example for the Northern Hemisphere
winter season, December 1993 to February 1994, is shown
in Figure 1.4. The strong cold anomaly over north-eastern
parts of North America was accompanied by many cold
and snowy outbreaks, yet warmer-than-normal conditions
prevailed over most of the rest of the hemisphere. Relative
to 1951 to 1980, the result was a hemispheric anomaly in
surface temperature of +0.2°C. Extensive regions of above
and below normal temperatures are the rule, not the
exception, as should clearly be expected from the wave
motions in the atmosphere. A bout of below average
temperatures regionally may not be inconsistent with
global warming, just as an interval of above normal
temperatures may not indicate global warming.

1.3 Anthropogenic Climate Change

Climate can vary for many reasons. In particular, human
activities can lead to changes in atmospheric composition
and hence radiative forcing through, for instance, the
burning of fossil fuels or deforestation, or through
processes which increase the number and distribution of
aerosols. Altered properties of the surface because of
changes in land-use can also give rise to changes in
climate. It is especially these effects due to human
activities with which we are concerned in this report.

1.3.1 The Enhanced Greenhouse Effect

The amount of carbon dioxide in the atmosphere has
increased by more than 25% in the past century and since
the beginning of the industrial revolution, an increase
which is known to be in large part due to combustion of
fossil fuels and the removal of forests (Chapter 2). In the
absence of controls, projections are that the future rate of
increase in carbon dioxide amount may accelerate and
concentrations could double from pre-industrial values
within the next 50 to 100 years (IPCC, 1994).

The increased amount of carbon dioxide is leading to
climate change and will produce, on average, a global
warming of the Earth’s surface because of its enhanced
greenhouse effect — although the magnitude and
significance of the effects are not yet fully resolved. If, for
instance, the amount of carbon dioxide in the atmosphere
were suddenly doubled, but with other things remaining the
same, the outgoing long-wave radiation would be reduced
by about 4 Wm2. To restore the radiative balance, the
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atmosphere must warm up and, in the absence of other
changes, the warming at the surface and throughout the
troposphere would be about 1.2°C. However, many other
factors will change, and various feedbacks come into play
(see Section 1.4.1), so that the best estimate of the average
global warming for doubled carbon dioxide is 2.5°C
(IPCC, 1990). Such a change is very large by historical
standards and would be associated with major climate
changes around the world.

Note that if the carbon dioxide were removed from the
atmosphere altogether, the change in outgoing radiation
would be about 30 Wm™ — 7 or 8 times as big as the change
for doubling — and the magnitude of the temperature change
would be similarly enhanced. The reason is that the carbon
dioxide absorption is saturated over part of the spectral
region where it absorbs, so that the amount of absorption
changes at a much smaller rate than the concentration of the
gas (Chapter 2). If concentrations of carbon dioxide are
more than doubled, then the relationship between radiative
forcing and concentration is such that each further doubling
provides a further radiative forcing of about 4 Wm2.

Several other greenhouse gases are also observed to be
increasing in concentration in the atmosphere because of
human activities (especially biomass burning, landfills, rice
paddies, agriculture, animal husbandry, fossil fuel use and
industry). These include methane, nitrous oxide, and
tropospheric ozone, and they tend to reinforce the changes
in radiative forcing from increased carbon dioxide (Chapter
2). The human-introduced chlorofluorocarbons (CFCs) also
produce a greenhouse effect although offset somewhat by
the observed decreases in lower stratospheric ozone since
the 1970s, caused principally by the CFCs and halons
(PCC, 1994).

1.3.2 Effects of Aerosols
Human activities also affect the amount of aerosol in the
atmosphere which influences climate in other ways. The
main direct effect of aerosols is the scattering of some solar
radiation back to space, which tends to cool the Earth’s
surface. Some aerosols can also influence the radiation
budget by directly absorbing solar radiation leading to local
heating of the atmosphere and, to a lesser extent, by
absorbing and emitting thermal radiation. A further
influence of aerosols is that many of them act as nuclei on
which cloud droplets condense. A changed concentration
therefore tends to affect the number and size of droplets in
a cloud and hence alters the reflection and the absorption of
solar radiation by the cloud.

Aerosols occur in the atmosphere from natural causes;
for instance, they are blown off the surface of deserts or

The Climate System: an overview

dry regions. The eruption of Mt. Pinatubo in the
Philippines in June 1991 added considerable amounts of
aerosol to the stratosphere which, for about two years,
scattered solar radiation leading to a loss of radiation at the
surface and a cooling there. Human activities contribute to
aerosol particle formation mainly through injection of
sulphur dioxide into the atmosphere (which contributes to
acid rain) particularly from power stations, and through
biomass burning.

Because human-made aerosols typically remain in the
atmosphere for only a few days they tend to be
concentrated near their sources such as industrial regions.
The radiative forcing therefore possesses a very strong
regional pattern (Chapters 2, 6 and 8), and the presence of
aerosols adds further complexity to possible climate
change as it can help mask, at least temporarily, any global
warming arising from increased greenhouse gases.
However, the aerosol effects do not cancel the global-scale
effects of the much longer-lived greenhouse gases, and
significant climate changes can still result.

1.4 Climatic Response

1.4.1 Feedbacks
The increases in greenhouse gases in the atmosphere and
changes in aerosol content produce a change in the radiative
forcing (Chapter 2). The determination of the climatic
response to this change in forcing is complicated by
feedbacks. Some of these can amplify the original warming
(positive feedback) while others serve to reduce it (negative
feedback) (Chapter 4). An example of the former is water
vapour feedback in which the amount of water vapour in the
atmosphere increases as the Earth warms and, because
water vapour is an important greenhouse gas, it will amplify
the warming. However, increases in cloud may act either to
amplify the warming through the greenhouse effect of
clouds or reduce it by the increase in albedo (which
measures reflectivity); which effect dominates depends on
the height and type of clouds and varies greatly with
geographic location and time of year. Ice-albedo feedback is
another potentially important process that may lead to
amplification of temperature changes in high latitudes. It
arises because decreases in sea ice, which has high albedo,
decrease the radiation reflected back to space and thus
produces warming which may further decrease the sea ice
extent. However, increased open water may lead to more
atmospheric water vapour and increased fog and low cloud
amount, offsetting the change in surface albedo.

There are a number of feedbacks involving the biosphere
which are especially important when considering details of
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the carbon cycle and the impacts of climate change. The
behaviour of ecosystems on the surface of the Earth
(Chapter 9) and biogeochemical processes within the
oceans (Chapters 2 and 10) are greatly influenced by
changes in atmospheric composition and climate, The
availability of surface water and the use of the Sun’s
energy in photosynthesis and transpiration in plants
influence the uptake of carbon dioxide from the
atmosphere as plants transform the carbon and water into
usable food. Changes in vegetation affect surface albedo,
evapotranspiration and roughness. Much remains to be
learned about these feedbacks and their possible influences
on predictions of future carbon dioxide concentrations and
climate, and models used for future projections have not
yet incorporated them.

1.4.2 The Role of the Oceans

The oceans cover 70% of the Earth’s surface and through
their fluid motions, their high heat capacity, and their
ecosystems they play a central role in shaping the Earth’s
climate and its variability. Wind stress at the sea surface
drives the large-scale ocean circulation in its upper layers.
Water vapour, evaporated from the ocean surface, provides
latent heat energy to the atmosphere. The ocean circulation is
an effective means of redistributing heat and fresh water
around the globe. The oceans store heat, absorbed at the
surface, for varying durations and release it in different places
thereby ameliorating temperature changes over nearby land
and contributing substantially to the variability of climate on
many time-scales. Additionally, the ocean thermohaline!
circulation allows water from the surface to be carried into
the deep ocean where it is isolated from atmospheric
influence and hence it may sequester heat for periods of a
thousand years or more. The oceans absorb carbon dioxide
and other gases and exchange them with the atmosphere in
ways that alter with ocean circulation and climate variability.
In addition, it is likely that marine biotic responses to climate
change will result in feedbacks (Chapter 10).

Any study of the climate and how it might change must
include an adequate description of processes in the ocean
(Chapter 4) together with the coupling between the ocean
and the atmosphere (Chapter 6).

1.4.3 The Role of Land

The heat penetration into land associated with the annual
cycle of surface temperature is limited to about the
uppermost 2 m and the heat capacity of land is much less

1 The circulation driven by changes in sea water density arising
from temperature (thermal) or salinity (haline) effects.
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than that of a comparable depth of ocean. Accordingly,
land plays a much smaller role in the storage of heat. A
consequence is that the surface air temperature changes
over land occur much faster and are much larger than over
the oceans for the same heating and, because we live on
land, this directly affects human activities. The land surface
encompasses an enormous variety of topographical features
and soils, differing slopes (which influence runoff and
radiation received) and water capacity. The highly
heterogeneous vegetative cover is a mixture of natural and
managed ecosystems that vary on very small spatial scales.
Changes in soil moisture affect the disposition of heat and
whether it results in sensible heating or evapotranspiration
(and subsequently latent heating) and changes in vegetation
alter the albedo, roughness, and evapotranspiration. The
land surface and its ecosystems play an important role in
the carbon cycle (Chapter 9), the hydrological cycle and in
surface exchanges of trace gases. Currently, many of these
land surface processes are only crudely represented in
global climate models.

1.5 Observed Climate Change

Given that climate change is expected from anthropogenic
effects, what have the observed changes been? Because the
high quality of much-needed long time-series of
observations is often compromised, special care is required
in interpretation. Most observations have been made for
other purposes, such as weather forecasting, and therefore
typically suffer from changes in instrumentation, exposure,
measurement techniques, station location and observation
times, and there have been major changes in the distribution
and numbers of observations. Adjustments must be devised
to take into account all these influences in estimating the
real changes that have occurred. For the more distant past,
proxy data from climate-sensitive phenomena, such as
from tree rings, ice cores, coral cores, and pollen in marine
sediments are used.

Questions of how the climate has varied in the past,
whether there has been recent warming and the structure of
climate change in three dimensions are addressed in
Chapter 3. Analysis of observations of surface temperature
show that there has been a global mean warming of 0.3 to
0.6°C over the past one hundred years. The observed trend
of a larger increase in minimum than maximum
temperatures is apparently linked to associated increases in
low cloud amount and aerosol as well as to the enhanced
greenhouse effect (Chapters 3 and 4). There is good
evidence for decadal changes in the atmospheric
circulation which contribute to regional effects, and some
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evidence for ocean changes. Changes in precipitation and
other components of the hydrological cycle vary
considerably geographically. Changes in climate variability
and extremes are beginning to emerge, but global patterns
are not yet apparent.

Changes in climate have occurred in the distant past as
the distribution of continents and their landscapes have
changed, as the so-called Milankovitch changes in the orbit
of the Earth and the Earth’s tilt relative to the ecliptic plane
have varied the insolation received on Earth, and as the
composition of the atmosphere has changed, all through
natural processes. Recent new evidence from ice cores
drilled through the Greenland ice sheet have indicated that
changes in climate may often have been quite rapid and
large, and not associated with any known external forcings.
Understanding the spatial scales of this variability and the
processes and mechanisms involved is very important as it
seems quite possible that strong nonlinearities may be
involved. These may result in large changes from relatively
small perturbations by provoking positively reinforcing
feedback processes in the internal climate system. Changes
in the thermohaline circulation in the Atlantic Ocean are
one way such abrupt changes might be realised (Chapters 4
and 6). An important question therefore is whether there
might be prospects for major surprises as the climate
changes.

Rates of change of radiative forcing induced by human
activities are exceedingly rapid compared with the historical
record. This raises questions about how, for instance,
surface ecosystems might adapt to such change (Chapter 9).

1.6 Prediction and Modelling of Climate Change

To quantify the response of the climate system to changes
in forcing it is essential to account for all the complex
interactions and feedbacks among the climate system
components (Figure 1.1). It is not possible to do this
reliably using empirical or statistical models because of the
complexity of the system, and because the possible
outcomes may go well beyond any conditions ever
experienced previously. Instead the response must be found
using numerical models of the climate system based upon
sound well-established physical principles.

1.6.1 Climate Models

Global climate models include as central components
atmospheric and oceanic general circulation models
(GCMs), as well as representations of land surface
processes, sea ice and all other processes indicated in
Figure 1.1. Models and their components are based upon
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physical laws represented by mathematical equations that
describe the atmospheric and oceanic dynamics and
physics. These equations are solved numerically at a finite
resolution using a three-dimensional grid over the globe.
Typical resolutions used for climate simulations in 1995
are about 250 km in the horizontal and 1 km in the vertical
in atmospheric GCMs. As a result, many physical
processes cannot be properly resolved but their average
effects must be included through a parametric
representation (called parametrization) that is physically
based (Chapter 4).

An essential component of climate models is the
description of the interactions among the different
components of the climate system. Of particular
importance is the coupling between the two fluid
components, the atmosphere and the ocean. Ensuring this is
adequately simulated is one of the greatest challenges in
climate modelling (Chapter 4). A frontier and future
research challenge is to bring more complete chemistry,
biology, and ecology into the climate system models
(Chapters 9, 10, and 11) and to improve the representation
of physical processes. Once validated, these models will
become valuable tools for advancing our understanding
and quantifying and reducing the uncertainty in future
predictions.

Comprehensive climate models are very complex and
take large computer resources to run. To explore all the
possible scenarios and the effects of assumptions or
approximations in parameters in the model more
thoroughly, simpler models are also widely used and are
constructed to give similar results to the GCMs when
globally averaged (Chapter 6).

1.6.2 Climate Predictability

An important and fundamental question concerns the
extent to which the climate is predictable; i.e., are there
climate “signals” large enough to be distinguished from the
“noise” of natural variability that may be potentially
predictable. Reliable weather forecasts can be made using
atmospheric GCMs for periods up to ten days (Chapter 5),
beyond which time detailed predictability is lost because of
the dominance of chaotic dynamics in weather systems.
For some parts of the world, however, some predictability
exists for statistical averages of weather (i.e., the climate)
up to a year or so ahead. Such predictability is largely due
to the influence of the patterns of sea surface temperatures
on the atmosphere. El Nifio events provide the dominant
example. Prediction of changes in sea surface temperatures
in turn requires that climate models be able to adequately
simulate the coupling between ocean and atmosphere.
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The predictability considered so far concerns the internal
variability. Climate changes arising from changes in
external forcing can also be predictable, as is evidenced
from several sources. Firstly, there is the mean annual
cycle which climate models simulate very well. Secondly,
there is the existence of the regularities observed in past
climates which were forced by changes in the distribution
of solar radiation arising from the variations in the
geometry of the Sun-Earth orbit. Models show some
success in simulating these past climates. Thirdly, there is
the success of climate models in simulating the changes
due to the effects of stratospheric aerosols from the Mt.
Pinatubo volcanic eruption. In addition, there is the
evidence provided by the performance of the models
themselves in simulating the effects of hypothetical
situations, such as changes in solar radiation; the resulting
climate changes are largely reproducible and thus
potentially predictable.

Predictability is a function of spatial scales. Atmospheric
variability arising from internal instabilities is huge on
small scales; it is mainly the variability on larger scales
influenced by the interactions of the atmosphere with other
parts of the climate system that is predictable. Figure 1.5
shows the natural variability of the annual mean surface
temperature on several different spatial scales from a
climate model simulation for 200 years. The vertical scale
is the same on all three plots, and the standard deviation
goes from 0.1°C for the Southern Hemisphere to 0.5°C for
Australia to 0.8°C for a grid square with sides about 500
km in south-east Australia. This example highlights the
much greater natural variability that can be experienced on
smaller scales which makes detection of the small
systematic signal, such as might arise from enhanced
global mean greenhouse forcing, much more difficult to
achieve on regional scales.

1.6.3 Climate Projections
When a model is employed for climate prediction it is first
run for many simulated decades without any changes in
external forcing in the system. The quality of the simulation
can then be assessed by comparing the mean, the annual
cycle and the variability statistics on different time-scales
with observations of the climate. In this way the model is
evaluated (Chapter 5). The model is then run with changes in
external forcing, such as with a possible future profile of
greenhouse gas concentrations (Chapter 2). The differences
between the climate statistics in the two simulations provide
an estimate of the accompanying climate change (Chapter 6).
A long-term change in global mean surface air
temperature arising from a doubling of carbon dioxide is
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Figure 1.5: Annual-average surface air temperature (°C) from a
200-year integration of a coupled atmosphere-ocean model from
the Geophysical Fluid Dynamics Laboratory run at low resolution
of about 500 km spacing. The model is in statistical equilibrium
and has no trends in climate forcing applied. The three panels
show results for (a) the Southern Hemisphere, (b) Australia, and
(c) a grid box in south-east Australia. (Courtesy J. Mahlman, S.
Manabe, T. Delworth and R. Stouffer).
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often used as a benchmark to compare models and as an
indication of the climate sensitivity of the models. The
range of results is typically an increase of 1.5° to 4.5°C.
However, the concentrations of greenhouse gases will not
level off at doubling and the regional patterns of climate
change depend significantly on the time dependence of the
change in forcing. It is important, therefore, to make future
projections using plausible evolving scenarios of
anthropogenic forcing so that the response of the climate to
the forcing is properly simulated.

Accordingly, the focus of Chapter 6 is on projections of
future climate using possible scenarios of greenhouse gas
and aerosol emissions. Because of uncertainties in the
scenarios, it is worth noting that these outlooks are not
predictions so much as climate change estimates which can
be used to assess possible impacts on the environment and
saciety (IPCC Working Group II), such as the changes in
sea level (Chapter 7), and for planning and policy purposes
(IPCC Working Group IIT). However, definitive
projections of possible local climate changes, which are
most needed for assessing impacts, are the most
challenging to do with any certainty. Further, it is desirable
to examine and evaluate the past observational record by
running models forced with realistic radiative forcing. It is
in this way that it may be possible to attribute the observed
changes to particular changes in forcing, such as from
volcanic or solar origins, and to achieve detection of the
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effects of human activities and specifically the effects from
increases in aerosols and greenhouse gases (Chapter 8).

The models used in climate projections are valuable
tools for helping to quantify possible outcomes under
various scenarios. They are used with the observations and
all the other evidence to make the best assessments
possible. The models are still undergoing development and
their capabilities will improve in the future as past and new
observations are analysed and improved understanding is
obtained.
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SUMMARY

Climate change can be driven by changes in the
atmospheric concentrations of a number of radiatively
active gases and aerosols. We have clear evidence that
human activities have affected concentrations, distributions
and life cycles of these gases. These matters, discussed in
this chapter, were assessed at greater length in IPCC WGI
report “Radiative Forcing of Climate Change” (IPCC
1994). The following summary contains some material
more fully discussed in IPCC (1994): bullets containing
significant new information are marked “***”; those
containing information which has been updated since IPCC
(1994) are marked “**”; and those which contain
information which is essentially unchanged since IPCC
(1994) are marked “*”.

Carbon dioxide (CO,)

* Carbon dioxide concentrations have increased by almost
30% from about 280 ppmv in the late 18th century to 358
ppmv in 1994. This increase is primarily due to combustion
of fossil fuel and cement production, and to land-use
change. During the last millennium, a period of relatively
stable climate, concentrations varied by about *10 ppmv
around the pre-industrial value of 280 ppmv. On the
century time-scale these fluctuations were far less rapid
than the change observed over the 20th century.

##% The growth rate of atmospheric CO, concentrations
over the last few years is comparable to, or slightly above,
the average of the 1980s (~1.5 ppmv/yr). On shorter
(interannual) time-scales, after a period of slow growth (0.6
ppmv/yr) spanning 1991 to 1992, the growth rate in 1994
was higher (~2 ppmv/yr). This change in growth rate is
similar to earlier short time-scale fluctuations, which
reflect large but transitory perturbations of the carbon
system. Isotope data suggest that the 1991 to 1994
fluctuations resulted from natural variations in the
exchange fluxes between the atmosphere and both the land
biota and the ocean, possibly partly induced by interannual
variations in climate.

*#% As well as the issue of natural fluctuations discussed
above, other issues raised since IPCC (1994) have been
addressed. There are some unresolved concerns about the
14C budget which may imply that previous estimates of the
atmosphere-to-ocean flux were slightly too high. However,
the carbon budget remains within our previously quoted
uncertainties and the implications for future projections are
minimal. Suggestions that the observed decay of bomb-14C
implies a very short atmospheric lifetime for CO, result
from a mis-understanding of reservoir lifetimes. Current
carbon cycle modelling is based on principles that have
been well-understood since the 1950s and correctly
accounts for the wide range of reservoir time-scales that
affect atmospheric concentration changes.

** The major components of the anthropogenic
perturbation to the atmospheric carbon budget, with
estimates of their magnitudes over the 1980s, are: (a)
emissions from fossil fuel combustion and cement
production (5.5 £ 0.5 GtC/yr); (b) atmospheric increase (3.3
+ 0.2 GtCl/yr); (c) ocean uptake (2.0 = 0.8 GtC/yr); (d)
tropical land-use changes (1.6 = 1.0 GtC/yr); and (e)
Northern Hemisphere forest regrowth (0.5 = 0.5 GtClyr).
Other potential terrestrial sinks include enhanced terrestrial
carbon storage due to CO, fertilisation (0.5-2.0 GtC/yr) and
nitrogen deposition (0.2-1.0 GtC/yr), and possibly response
to climatic anomalies. The latter is estimated to be a sink of
0-1.0 GtClyr over the 1980s, but this term could be either a
sink or a source over other periods. This budget is changed
from IPCC (1994) by a small adjustment (from 3.2 to 3.3
GtC/yr) to the atmospheric rate of increase and a
corresponding decrease in “other terrestrial sinks” from 1.4
to 1.3 GtClyr.

* In TPCC (1994) calculations of future CO, concentrations
and emissions from 18 different carbon cycle models were
presented based on the IPCC (1992) carbon budget.
Concentrations were derived for the 1S92 emission
scenarios. Future CO, emissions were derived leading to
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stable CO, concentration levels at 350, 450, 550, 650 and
750 ppmv. Inter-model differences varied with time and
were up to £15% about the median value. Biogeochemical
(apart from CO, fertilisation) and climate feedbacks were
not included in these calculations. The results showed that in
order for atmospheric concentrations to stabilise at 750
ppmv or below, anthropogenic emissions must eventually
fall well below today’s levels. Stabilisation of emissions at
1990 levels is not sufficient to stabilise atmospheric CO,: if
anthropogenic emissions are held constant at 1990 levels,
modelled atmospheric concentrations of CO, continue to
increase throughout the next century and beyond.

*%#* These calculations have been re-run based on the
revised IPCC (1994) carbon budget discussed above. These
changes result in higher concentration projections by 15
ppmv (IS92c) to 40 ppmv (IS92e) in the year 2100. In
terms of radiative forcing, the additional amounts in the
year 2100 are 0.2-0.3 Wm™2, Emissions requirements to
achieve stabilisation are correspondingly reduced by up to
about 10%. These changes are within the overall
uncertainties in the calculations.

##% The implied future CO, emissions were calculated for
additional cases {o investigate the effect of lower
reductions in CO, emissions in the early years by using
CO, concentration profiles which closely followed the
IS92a emission scenario for 10-30 years after 1990.
Concentrations stabilised at the same date and levels as in
the earlier scenarios, viz 350, 450, 550, 650 and 750 ppmv.
Stabilisation at 1000 ppmv, above the range previously
examined, was also investigated. These new calculations,
while not necessarily spanning the full range of future
emission options, still show the same characteristic long-
term emissions behaviour as found previously; namely an
eventual decline to emissions well below present levels.

Methane (CH )
** The atmospheric methane concentration increased from
about 700 ppbv in pre-industrial times to 1721 ppbv in 1994.

** Over the last 20 years, there has been a decline in the
methane growth rate: in the late 1970s the concentration
was increasing at about 20 ppbv/yr; during the 1980s the
growth rate dropped to 9-13 ppbv/yr. Around the middle of
1992, methane concentrations briefly stopped growing, but
since 1993 the global growth rate has returned to about 8
ppbv/yr. Several causes for the anomaly in 1992/93 have
been proposed, but none is individually able to explain all
the observations.

Radiative Forcing of Climate Change

**%* The loss of methane through reaction with
tropospheric hydroxyl radical, the main sink of CH,, is
11% faster than recommended in IPCC (1994) owing to an
improved estimate of the concentration of methyl
chloroform in the atmosphere. The new recommendation
for the CH, turnover time, 8.6yr (which includes
tropospheric OH, stratospheric loss and uptake by soils),
results in an inferred global loss of 560 * 100 Tg(CH,)/yr.

*% Methane has clearly identified chemical feedbacks.
Addition of CH, to the atmosphere reduces the
concentration of tropospheric hydroxyl radical which can
subsequently reduce the rate of CH, removal, thus
lengthening the effective duration of the added CH, and
any derived perturbations (e.g., in tropospheric ozone). Our
estimate of the adjustment time for an added pulse of CH,
is 12.2 = 3 yr compared with the IPCC (1994)
recommendation of 14.5 = 2.5 yr that did not include soil
sinks and whose estimated uncertainty only included the
range in the feedback factors.

** If methane emissions were held constant at 1984-1994
levels (i.e., those sustaining an atmospheric trend of +10
ppbv/yr), CH, would rise to about 1850 ppbv over the next
40 years, an additional radiative forcing of around +0.05
Wm2. If emissions were cut by about 30 Tg(CH,)/yr
(about 8% of current anthropogenic emissions), CH,
concentrations would remain at today’s levels. These
estimates are reduced from those in IPCC (1994) which
were based on the average 1980s trend of 13 ppbv/yr and a
longer adjustment time. Estimates of current CH,
emissions are roughly 20-40% from natural sources, 20%
from anthropogenic fossil fuel related sources and the
remaining 40-60% from other anthropogenic sources.

Nitrous oxide (N,0)

* Atmospheric N,O concentrations have increased from
about 275 ppbv in pre-industrial times to 311 ppbv in 1992.
The trend during the 1980s was +0.25%/yr with substantial
year-to-year variations. This growth rate, 0.8 ppbv/yr,
corresponds to an imbalance between sources and sinks of
about 3.9 Tg(N,O)/yr. If these emissions were frozen then
N,O levels would rise slowly to about 400 ppbv over the
next two centuries, an additional radiative forcing of about
0.3 Wm2. Natural sources are probably twice as large as
anthropogenic ones.

Halogenated compounds
*#% The atmospheric abundance of methyl chloroform
(CH,CCl,) increased steadily by about 4-5%/yr from 1978
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until mid-1990, when it levelled off. In 1994 it decreased
by about 8%. This was the first reported global decrease in
a halocarbon whose emissions are regulated by the
Montreal Protocol and its Amendments. The rates of
decrease are consistent with the reported phase-out of
industrial emissions. Measurements show that the 1993
growth rate of CFC-12 has further declined, and that CFC-
11 concentrations peaked at about 265 pptv.

##% Global HCFC-22 levels have continued to grow. The
mean concentration in 1994 was approximately 110 pptv,
with a growth rate (1992 to 1994) of about 5 pptv/yr.
Global abundances of HCFC-142b and -141b are still
small, approximately 6 and 2 pptv, respectively. However,
they grew by 20% and 65%, respectively, in 1994,
presumably in response to their increasing use as CFC
substitutes.

##% Perfluorocarbons and sulphur hexafluoride (SF,) are
removed very slowly from the atmosphere with estimated
lifetimes greater than 1000 years. As a result, effectively
all emissions accumulate in the atmosphere and will
continue to influence climate for thousands of years.
Currently their concentrations and associated radiative
forcings are low but they may become significant in the
future if emissions continue.

** Hydrofluorocarbons (HFCs) are being used to replace
ozone-depleting substances in some applications; their
concentrations and radiative impacts are currently
negligible. However, with increased use, their contribution
to radiative forcing will increase.

Tropospheric ozone (0,)

* Model simulations and limited observations together
suggest that tropospheric ozone has increased, perhaps
doubled, in the Northern Hemisphere since pre-industrial
times. In the 1980s, however, the trends were variable,
being small or non-existent. At the South Pole, a decrease
has been observed, and in the Southern Hemisphere as a
whole, there are insufficient measurements to draw strong
inferences about long-term changes.

* Uncertainties in the global budget of tropospheric ozone
are associated primarily with our lack of knowledge of the
distribution of ozone, its short-lived precursors (NO,,
hydrocarbons, CO) and atmospheric transport. These
uncertainties severely limit our ability to model and predict
tropospheric ozone on a global scale. We cannot determine
with confidence the relative importance of anthropogenic

/1

sources (principally surface combustion of fossil fuel and
biomass, and aircraft) compared to natural sources
(lightning, soils, stratospheric input) in controlling the
global NO, distribution.

* The possible increase in tropospheric ozone resulting
from emissions of subsonic aircraft cannot currently be
calculated with confidence. The resulting radiative effect
may be significant, but it is unlikely to exceed the effect of
the CO, from the combustion of aviation fuel, about 3% of
current fossil fuel combustion.

*#* The IS92 scenarios for emissions of greenhouse and
related gases are used to calculate future concentrations of
greenhouse gas and aerosol concentrations (and hence
radiative forcing) up to 2100. These calculations use a
simple model based on current lifetimes, except for CH,
whose lifetime responds to its own increase. Changes in
NO,, hydrocarbon and CO emissions (IS92) would be
expected to alter tropospheric OH and ozone, but there is
no current consensus how to include growth in these
emissions. The changes in ozone resulting from the
estimated changes in CH, are calculated.

Stratospheric ozone (0,)

* Trends in total column ozone at mid-latitudes in both
hemispheres are significant in all seasons (averaging about
—4 to —5%/decade since 1979) and are largely attributable
to increases in halocarbons. Little or no change has
occurred in the tropics.

* Unusually low values of total ozone (lower than would
be expected from an extrapolation of the 1980s trend) were
observed in the 1991 to 1993 period, especially at Northern
mid- and high latitudes. Antarctic ozone “holes” in the
1990s have been the most severe on record; for instance,
parts of the lower stratosphere contained extremely low
amounts of ozone, corresponding to local depletions of
more than 99%.

Aerosols

* Atmospheric aerosol in the troposphere influences
climate in two ways, directly through the scattering and
absorption of solar radiation, and indirectly through
modifying the optical properties and lifetime of clouds.

* Estimation of tropospheric aerosol radiative forcing is
more complex and uncertain than radiative forcing due to
the well-mixed greenhouse gases for several reasons. First,
both the direct and indirect radiative effect of aerosol
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particles depend strongly on particle size and chemical
composition and cannot be related to aerosol mass source
strengths in a simple manner. Second, the indirect radiative
effect of aerosols depends on complex processes involving
aerosol particles and the nucleation and growth of cloud
droplets. Last, aerosols in the lower troposphere have short
lifetimes (around a week) and so their spatial distribution is
highly inhomogeneous and strongly correlated with their
sources.

* Many lines of evidence suggest that anthropogenic
aerosol has increased the optical depth (a measure of the
direct aerosol effect) over and downwind of industrial
regions and that this increase is very large compared with
the natural background in these regions. Major
contributions to the anthropogenic component of the
aerosol optical depth arise from sulphates (produced from
sulphur dioxide released as a result of fossil fuel
combustion) and from organics released by biomass
burning.

*#% Preliminary results suggest that a substantial fraction
of the soil dust aerosol is subject to influence by human
activity.

*#%% Improvements have been made to models of the
distribution of anthropogenic aerosols and these
calculations have now been extended to soot aerosols. As a
result, more confidence can be placed on the distributions
used for calculations of direct aerosol forcing.

* Future concentrations of anthropogenic sulphate aerosols
will depend on both fossil fuel use and emission controls.
Even if the total global emissions of SO, were stabilised,
there are likely to be major changes in the geographical
distribution of the SO, emissions and, hence, the aerosol
concentration, in the 21st century.

Radiative forcing

* The use of global mean radiative forcing remains a
valuable concept for giving a first-order estimate of the
potential climatic importance of various forcing
mechanisms. However, there are limits to its utility; in
particular, the spatial patterns of forcing due to the well-
mixed greenhouse gases and tropospheric aerosols are very
different, and a comparison of the global mean radiative
forcings does not give a complete picture of their possible
climatic impact. For example, if the global mean radiative
forcing were to be zero due to cancellation of positive and
negative forcings from different mechanisms, this cannot
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be taken to imply the absence of regional-scale or possibly
even global climate change.

** Estimates of the radiative forcing due to changes in
greenhouse gas concentrations since pre-industrial times
remain unchanged from IPCC (1994). These are +2.45
Wm2 (with an estimated uncertainty of 15%) for the direct
effect of the well-mixed greenhouse gases (CO,, CH,, N,O
and the halocarbons), between +0.2 and +0.6 Wm™2 for
tropospheric ozone and —0.1 Wm™2 (with a factor of two
uncertainty) for stratospheric ozone. Chemical feedbacks
from stratospheric ozone depletion (i.e., increased UV in
the troposphere) have been proposed that could amplify its
negative forcing but these are not yet well quantified.

*#* The total direct forcing due to tropospheric aerosols
(sulphate aerosols, fossil fuel soot and aerosols from
biomass burning) is estimated to be —0.5 Wm™2 (with a
factor of two uncertainty). The uncertainty in the direct
forcing due to sulphate aerosols resulting from fossil fuel
emissions and smelting has been slightly reduced since
IPCC (1994) owing to a re-evaluation of the available
modelled aerosol spatial distributions; the radiative forcing
relative to pre-industrial times is estimated to be —0.4 Wm™2
(with a factor of two uncertainty). An estimate of +0.1
Wm~2 (with at least a factor of three uncertainty) is
proposed for the radiative forcing due to soot from fossil
fuel sources. The direct radiative forcing since 1850 from
particles associated with biomass burning remains
unchanged from IPCC (1994) at —0.2 Wm2 (with a factor
of three uncertainty).

** The radiative forcing due to changes in cloud droplet
radii (and possible associated changes in cloud water
content, amount and thickness) as a result of aerosols
arising from human activity (the indirect effect) remains
very difficult to quantify, more so than the direct effect.
Several new studies support the view that it has caused a
negative radiative forcing since pre-industrial times. The
estimate from IPCC (1994) is unchanged at between 0 and
~1.5Wm™

** Large volcanic eruptions can significantly increase the
aerosol content in the stratosphere and cause a radiative
forcing for a few years. For instance, the eruption of M.
Pinatubo in 1991 caused a transient but large global mean
radiative forcing that reached between —2 and ~4 Wm2
for about one year. The uneven distribution of volcanic
eruptions during the past century or so means that the
transient variations in volcanic forcing may have been
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important in some of the observed climate variations on the
decadal scale.

* Extension of current understanding of the relationship
between observed changes in solar output and other
indicators of solar variability suggests that long-term
increases in solar irradiance since the 17th century Maunder
Minimum might have been climatically significant. A
global mean radiative forcing of a few tenths of a Wm
since 1850 has been suggested, but uncertainties are large.

Global Warming Potential (GWP)

* Policymakers may need a means of estimating the
relative radiative effects of the various greenhouse gases.
The GWP is an attempt to provide such a measure. The
index is defined as the cumulative radiative forcing
between the present and some chosen later time “horizon”
caused by a unit mass of gas emitted now, expressed
relative to some reference gas (here CO, is used). The
future global warming commitment of a greenhouse gas
over the reference time horizon is the appropriate GWP
multiplied by the amount of gas emitted. For example,
GWPs could be used to estimate the effect of a given
reduction in CO, emissions compared with a given
reduction in CH, emissions, for a specified time horizon.

** The set of Global Warming Potentials (GWPs) for
greenhouse gases that is presented in this chapter is an
update and expansion of that presented in IPCC (1994).
Three new gases have been added to the suite of GWPs
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presented. The typical uncertainty is +35% relative to the
carbon dioxide reference. The time horizons of the GWPs
are 20, 100, and 500 years.

* GWPs have a number of important limitations and
underlying assumptions (see IPCC (1994)). For example,
the GWP concept is currently inapplicable to gases and
aerosols that are very unevenly distributed, as is the case
for tropospheric ozone and aerosols and their precursors.
Further, the indices and the estimated uncertainties are
intended to reflect global averages only, and do not account
for regional effects.

##% The net GWPs for the ozone-depleting gases, which
include the direct “warming” and indirect “cooling”
effects, have now been estimated. In IPCC (1994), only the
direct GWPs were presented for these gases. The indirect
effect reduces their net GWPs: those of the
chloroflurocarbons (CFCs) tend to be positive, while those
of the halons tend to be negative. The calculation of
indirect effects for a number of other gases (e.g., NO,) is
not currently possible because of inadequate
characterisation of many of the atmospheric processes
involved.

**% Revised lifetimes for gases destroyed by chemical
reactions in the lower atmosphere (particularly methane
and the CFC substitutes) are based upon a recent reference
gas re-calibration, resulting in GWPs that are slightly lower
(typically by 10-15%) than those cited in IPCC (1994).
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Introduction

In 1994, IPCC WGI produced a report entitled “Radiative
Forcing of Climate Change”. Two main topics were
addressed:

{a) the relative climatic importance of anthropogenically
induced changes in the atmospheric concentrations
and distribution of different greenhouse gases and
aerosols;

(b) possible routes to stabilisation of greenhouse gas
concentrations in the atmosphere.

Each section of this chapter contains a summary and
update of the material presented in one of the first 5
chapters of the 1994 report to which the reader is referred
for a fuller discussion.

Clear evidence has been presented in past IPCC WGI
reports (1990, 1992, 1994) that the atmospheric
concentrations of a number of radiatively active gases have
increased over the past century as a result of human activity.
Most of these trace gases possess strong absorption bands in
the infrared region of the spectrum (where energy is emitted
and absorbed by the Earth’s surface and atmosphere) and
they thus act to increase the heat trapping ability of the
atmosphere and so drive the climate change considered in
this report. The other atmospheric constituents which are
important in climate change are aerosols (suspensions of
particles in the atmosphere) which tend to exert a cooling
effect on the atmosphere.

The relative importance of the various constituents is
assessed using the concept of radiative forcing. A change
in the concentration of an atmospheric constituent can
cause a radiative forcing by perturbing the balance between
the net incoming radiation and the outgoing terrestrial
radiation. A radiative forcing is defined to be a change in
average net radiation (either solar or terrestrial in origin) at
the top of the troposphere (the tropopause). As defined
here, the incoming solar radiation is not considered a
radiative forcing, although a change in the amount of
incoming solar radiation would be a radiative forcing.
Similarly changes in clouds and water vapour resulting
from alterations to the general circulation of the
atmosphere are considered to be climate feedbacks (see
Chapter 4) rather than radiative forcings. However,
changes caused, for example, in clouds through the indirect
aerosol effect and in water vapour through the oxidation of
methane in the stratosphere, are counted as indirect
radiative forcings. Radiative forcing was discussed in detail
in IPCC (1994): Section 2.4 contains a summary and
update of that material.
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The concentration of an atmospheric constituent depends
on the size of its sources (emissions into and production
within the atmosphere) and sinks (chemical loss in the
atmosphere and removal at the Earth’s surface). These
processes act on different time-scales which, singly and on
aggregate, define the various lifetimes of the atmospheric
constituent (see box “Definition of Time-scales™). The past
changes in the concentrations of the stable gases are
relatively well known as they can be found by measuring
the concentrations in air bubbles trapped in ice cores in
Greenland and Antarctica. The past changes in the
concentrations of the less stable gases and of aerosols are
harder to quantify.

Estimation of possible future changes in the concentration
of an atmospheric constituent requires a quantitative
understanding of the processes that remove the constituent,
and estimates of its future emissions (and/or atmospheric
production). The former is discussed in this chapter for a
wide range of atmospheric constituents. Estimating the
emissions, however, is outside the scope of this report and
the so-called IS92 scenarios (IPCC, 1992) are used here
because they cover a wide range of possible future emissions
and because both their strengths and weaknesses are
relatively well-known (Alcamo et al., 1995).

The first three sections of this chapter discuss the factors
that affect the atmospheric abundance of carbon dioxide
(Section 2.1), the other trace gases (Section 2.2) and
aerosols (Section 2.3). Section 2.4 discusses the radiative
forcing that arises from changes in the concentrations of
these atmospheric constituents and from changes in solar
output. JIPCC (1990) introduced the global warming
potential (GWP) as a measure of possible future
commitments to global warming resulting from current
anthropogenic emissions. The GWP is defined as the
cumulative radiative forcing between the present and some
chosen later time “horizon” caused by a unit mass of gas
emitted now, expressed relative to that of some reference
gas (CO, has typically been used). A GWP is thus not a
simple measure as it involves a number of assumptions
(e.g., the time-scale, the reference gas) and a number of
scientific uncertainties (e.g., lifetime, radiative properties —
discussed in IPCC (1994)). These issues and revised values
of the GWPs of a wide range of gases are presented in
Section 2.5.

An intriguing, but still unresolved issue is whether there
is an underlying cause for the variations in the trends of a
number of trace gases including carbon dioxide (CO,),
methane (CH,) and nitrous oxide (N,0) which are
discussed individually later in this chapter. In the early
1990s, particularly between 1991 and 1993, the rates of
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increases of these gases became smaller and, at certain
times and places, negative. A number of mechanisms have
been proposed for each gas, but no quantitative resolution
has yet been made. One common factor is the eruption of
Mt. Pinatubo in June 1991 which may have affected the
sources and sinks of CO,, CH, and N,O through changes
in meteorology, atmospheric chemistry and/or
biogeochemical exchange at the Earth’s surface (see
Sections 2.1.2, 2.2.2.1 and 2.2.2.2). However, no consensus
has been reached as to whether the changes in the growth
rates are linked or not.
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2.1 CO, and the Carbon Cycle

2.1.1 Introduction

Two factors have increased attention on the carbon cycle:
the observed increase in levels of atmospheric CO, (~280
ppmv in 1800; ~315 ppmv in 1957; ~358 ppmv in 1994);
and the Framework Convention on Climate Change
(FCCC) under which nations have to assess their
contributions to sources and sinks of CO, and to evaluate
the processes that control CO, accumulation in the
atmosphere. Over the last several years, our understanding
of the carbon cycle has improved, particularly in the

DEFINITION OF TIME-SCALES
Throughout this report different time-scales are used to characterise processes affecting trace gases and aerosols. The
following terminology is used in this chapter.

Turnover time (7) is the ratio of the mass (M) of a reservoir — e.g., a gaseous compound in the atmosphere — and the
total rate of removal (S) from the reservoir: T = M/S

In cases where there are several removal processes (S,), separate turnover times (T) can be defined with respect to
each removal process: T; = M/S,

Adjustment time or response time (7,) is the time-scale characterising the decay of an instantaneous pulse input into
the reservoir. Adjustment time is also used to characterise the adjustment of the mass of a reservoir following a step
change in the source strength.

Lifetime is a more general term often used without a single definition. In the Policymakers Summary and elsewhere in
this report, lifetime is sometimes used, for simplicity, as a surrogate for adjustment time. In atmospheric chemistry,
however, lifetime is often used to denote the turnover time.

In simple cases, where the global removal of the compound in question is directly proportional to the global reservoir
content (§' = kM, with k, the removal frequency, being a constant), the adjustment time almost equals the turnover time
(T, = T). An example is CFC-11 in the atmosphere which is removed only by photochemical processes in the
stratosphere. In this case T'= T, = 50 years.

In other situations, where the removal frequency is not constant or there are several reservoirs that exchange with each
other, the equality between T and T, no longer holds. An extreme example is that of CO,. Because of the rapid
exchange of CO, between the atmosphere and the oceans and the terrestrial biota, the turnover time of CO, in the
atmosphere (T) is only about 4 years. However, a large part of the CO, that leaves the atmosphere each year is
returned to the atmosphere from these reservoirs within a few years. Thus, the adjustment time of CO, in the
atmosphere (7)) is actually determined by the rate of removal of carbon from the surface layer of the oceans into the
deeper layers of the oceans. Although an approximate value of about 100 years may be given for the adjustment time
of CO, in the atmosphere, the actual adjustment is faster in the beginning and slower later on.

Methane is another gas for which the adjustment time is different from the turnover time. In the case of methane the
difference arises because the removal (S) — which is mainly through chemical reaction with the hydroxyl radical in the

troposphere — is related to the amount of methane (M) in a non-linear fashion, i.e., S = kM, with k decreasing as M
increases.
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Figure 2.1: The global carbon cycle, showing the reservoirs (in GtC) and fluxes (GtC/yr) relevant to the anthropogenic perturbation as
annual averages over the period 1980 to 1989 (Eswaran et al., 1993; Potter ef al., 1993, Siegenthaler and Sarmiento, 1993). The
component cycles are simplified and subject to considerable uncertainty. In addition, this figure presents average values. The riverine
flux, particularly the anthropogenic portion, is currently very poorly quantified and so is not shown here. Evidence is accumulating that
many of the key fluxes can fluctuate significantly from year to year (terrestrial sinks and sources: INPE, 1992; Ciais et al., 1995a;
export from the marine biota: Wong et al., 1993). In contrast to the static view conveyed by figures such as this one, the carbon system
is clearly dynamic and coupled to the climate system on seasonal, interannual and decadal time-scales (e.g., Schimel and Sulzman, 1995).

quantification and identification of mechanisms for terrestrial
exchanges, and in the preliminary quantification of feedbacks.
An overview of the carbon cycle is presented in Figure 2.1.

IPCC (1994) (Schimel et al., 1995) specifically
addressed four areas:

(a) the past and present atmospheric CO, levels;

(b) the atmospheric, oceanic, and terrestrial components
of the global carbon budget;

(c) feedbacks on the carbon cycle;

(d) the results of a model-based examination of the

relationship between future emissions and
atmospheric concentrations (addressing, in particular,

the requirements for achieving stabilisation of
atmospheric CO, concentrations).

In this introduction we summarise the earlier review,
updating it where appropriate, before discussing four
specific issues.

In Section 2.1.2 we re-address the issue of the early
1990s slow-down in the atmospheric growth rate of CO,,
as recent evidence shows that growth rates are once again
rising. We also present modelled emissions and
concentrations calculated on the basis of the carbon budget
presented in 1994, and compare the results with those
presented earlier based on the 1992 budget. In addition, we
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address some concerns of the reviewers of the 1994 report.
For example, an expanded analysis of the sensitivity of the
model calculations to the extremely uncertain estimates of
global net deforestation is presented in Section 2.1.3.2.
Further, we discuss the published suggestion that the
carbon cycle calculations carried out to date could be in
error (Starr, 1993), and we explain why these suggestions
are wrong. Lastly, we present recent evidence that suggests
a slightly smaller magnitude for the oceanic CO, sink, and
discuss the implications of this in terms of concentration
and emissions projections.

Atmospheric CO, levels

Precise, direct measurements of atmospheric CO, started in
1957 at the South Pole, and in 1958 at Mauna Loa, Hawaii.
At this time the atmospheric concentration was about 315
ppmv and the rate of increase was ~0.6 ppmv/yr. The
growth rate of atmospheric concentrations at Mauna Loa
has generally been increasing since 1958. It averaged 0.83
ppmv/yr during the 1960s, 1.28 ppmv/yr during the 1970s,
and 1.53 ppmv/yr during the 1980s. In 1994, the
atmospheric level of CO, at Mauna Loa was 358 ppmv.
Data from the Mauna Loa station are close to, but not the
same as, the global mean.

Atmospheric concentrations of CO, have been
monitored for shorter periods at a large number of
atmospheric stations around the world (e.g., Boden et al.,
1991). Measurement sites are distributed globally and
include sites in Antarctica, Australia, Asia, Europe, North
America and several maritime islands, but, at present,
nowhere on the continents of Africa or South America. The
globally averaged CO, concentration, as determined
through analysis of NOAA/CMDL data (Boden et al.,
1991; Conway et al., 1994), increased by 1.53 = 0.1
ppmv/yr over the period 1980 to 1989. This corresponds to
an annual average rate of change in atmospheric carbon of
3.3 = 0.2 GtC/yr. Other carbon-containing compounds like
methane, carbon monoxide and larger hydrocarbons
contain ~1% of the carbon stored in the atmosphere (with
even smaller percentage changes) and can be neglected in
the atmospheric carbon budget. There is no doubt that the
increase shown by the atmospheric record since 1957 is
due largely to anthropogenic emissions of CO,. The record
itself provides important insights that support
anthropogenic emissions as a source of the observed
increase. For example, when seasonal and short-term
interannual variations in concentrations are neglected, the
rise in atmosphéric CO, is about 50% of anthropogenic
emissions (Keeling et al., 1989a, 1995) with the inter-
hemispheric difference growing in parallel to the growth of
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fossil emissions (Keeling et al., 1989b; Siegenthaler and
Sarmiento, 1993).

The atmospheric CO, concentration records prior to
1957 mainly come from air bubbles in ice cores, although
some values have been inferred indirectly from isotopic
data. Ice cores provide a direct record of past atmospheric
composition back to well before the industrial revolution.
Information between 1000 and 9000 years ago is less
certain because of ice defects. Prior to that, the data show
natural variations, the most noticeable of which is an
increase in CO, level of about 80 ppmv that paralleled the
last interglacial warming. Throughout this record, there is
no direct evidence that past changes in CO, levels were as
rapid as those of the 20th century; early indications that
such rapid changes may have occurred during the last
glacial period have not been confirmed (Neftel et al.,
1988). Over the last 1000 years, CO, concentrations in the
atmosphere have fluctuated +10 ppmv around 280 ppmv,
until the recent increase to a concentration of ~358 ppmv,
with a current rate of increase of ~1.6 ppmv/yr (1994).

The Anthropogenic Carbon Budget
The major components of the atmospheric carbon budget
are anthropogenic emissions, the atmospheric increase,
exchanges between the ocean and the atmosphere, and
exchanges between the terrestrial biosphere and the
atmosphere (Table 2.1). Emissions from fossil fuels and
cement production averaged 5.5 = 0.5 GtC/yr over the
decade of the 1980s. In 1990 the emissions were 6.1 =0.6
GtC. The measured average annual rate of atmospheric
increase in the 1980s was 3.3 = 0.2 GtC/yr. Average ocean
uptake during the decade has been estimated by a
combination of modelling and measurements of carbon
isotopes and atmospheric oxygen/nitrogen ratios to be 2.0
* 0.8 GtClyr.

Averaged over the 1980s, terrestrial exchanges include
a tropical source of 1.6 = 1.0 GtC/yr from ongoing
changes in land-use, based on land clearing rates, biomass
inventories and modelled forest regrowth. Recent satellite
data have reduced uncertainties in the rate of deforestation
for the Amazon, but rates for the rest of the tropics remain
poorly quantified. For the tropics as a whole, there is
incomplete information on initial biomass and rates of
regrowth. There is currently no estimate available for the
years 1990 to 1995. The tropical analyses do not account
for a number of potential terrestrial sinks. These include
the regrowth of mid- and high latitude Northern
Hemisphere forests (1980s mean value of 0.5 = 0.5
GtC/yr), enhanced forest growth due to CO, fertilisation
(0.5-2.0 GtClyr), nitrogen deposition (0.2-1.0 GtC/yr)
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Table 2.1: Average annual budget of CO, perturbations for 1980 to 1989. Fluxes and reservoir changes of carbon are
expressed in GtC/yr, error limits correspond to an estimated 90% confidence interval.

IPCC 1992F IPCC 1994" IPCC 1995

Estimates for 1980s budget

CO, sources

(1) Emissions from fossil fuel combustion and cement production

(2) Net emissions from changes in tropical land-use

(3) Total anthropogenic emissions = (1)+(2)

Partitioning amongst reservoirs
(4) Storage in the atmosphere
(5) Ocean uptake
(6) Uptake by Northern Hemisphere forest regrowth
(7) Other terrestrial sinks = (3)—((4)+(5)+(6))

(CO, fertilisation, nitrogen fertilisation, climatic effects)

55+0.54 55+05 5.5+0.5%
1.6+1.08 1.6 1.0 1.6 £1.08
7.1x1.1 71+1.1 7.1x1.1
3.4 +0.28 32x02 3.3+0.28
2.0+0.84 20+0.8 2.0+0.8%
not accounted for 0.5+05 0.5+£0.58%
1714 [4+15 13+15

T Values given in IPCC (1990, 1992).
* Values given in IPCC (1994).

A Values used in the carbon cycle models for the calculations presented in IPCC (1994).

§ Values used in the carbon cycle models for the calculations presented here.

and, possibly, response to climatic anomalies (0-1.0
GtC/yr). The latter term, although thought to be positive
over the 1980s, and in 1992 to 1993 in response to the Mt.
Pinatubo eruption of 1991 (Keeling ez al., 1995), could be
either positive or negative during other periods.
Partitioning the sink among these processes is difficult,
but it is likely that all components are significant. While
the CO, fertilisation effect is the most commonly cited
terrestrial uptake mechanism, existing model studies
indicate that the magnitudes of the contributions from each
process are comparable, within large ranges of
uncertainty. For example, some model-based evidence
suggests that the magnitude of the CO, fertilisation effect
is limited by interactions with nutrients and other
ecological processes. Experimental confirmation from
ecosystem-level studies, however, is lacking. As a result,
the role of the terrestrial biosphere in controlling past
atmospheric CO, concentrations is uncertain, and its
future role is difficult to predict.

The Influence of Climate and other Feedbacks on the
Carbon Cycle

The responses of terrestrial carbon to climate are complex,
with rates of biological activity generally increasing with
warmer temperatures and increasing moisture. Storage of

carbon in soils generally increases along a gradient from
low to high latitudes, reflecting slower decomposition of
dead plant material in colder environments (Post er al.,
1985; Schimel et al., 1994). Global ecosystem models
based on an understanding of underlying mechanisms are
designed to capture these patterns, and have been used to
simulate the responses of terrestrial carbon storage to
changing climate. Models used to assess the effects of
warming on the carbon budget point to the possibility of
large losses of terrestrial carbon (~200 GtC) over the next
few hundred years, offset by enhanced uptake in response
to elevated CO, (that could eventually amount to 100-300
GtC). Effects of changing land-use on carbon storage also
may be quite large (Vloedbeld and Leemans, 1993),
Experiments that incorporate the record of past changes of
climate (e.g., the climate of 18,000 years ago) suggest
major changes in terrestrial carbon storage with climate.
See Chapter 9 for a more complete discussion of these
issues.

Storage of carbon in the ocean may also be influenced
by climate feedbacks through physical, chemical and
biological processes. Initial model results suggest that the
effects of predicted changes in circulation on the ocean
carbon cycle are not large (10s rather than 100s of ppmv in
the atmosphere). However, exploration of the long-term
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impacts of warming on ocean circulation patterns has just
begun; hence, analyses of climate impacts on the oceanic
carbon cycle must be viewed as preliminary. See Chapter
10 for a more complete discussion of these issues.

Modelling Future Concentrations of Atmospheric CO,
For IPCC (1994), modelling groups from many countries
were asked to use published carbon cycle models to
evaluate the degree to which CO, concentrations in the
atmosphere might be expected to change over the next
several centuries, given a standard set of emission
scenarios (including changes in land-use) and levels for
stabilisation of CO, concentrations (350, 450, 550, 650 and
750 ppmv (S350-S750)). Models were constrained to
balance the 1992 IPCC version of the 1980s mean carbon
budget and to match the atmospheric record of past CO,
variations using CO, fertilisation as the sole sink for the
terrestrial biosphere. These analyses were re-done for this
report, using the Bern (Siegenthaler and Joos, 1992; Joos et
al., 1996), Wigley (Wigley, 1993), and Jain (Jain ef al.,
1995) models as representatives of the whole model set.
The new calculations incorporated more recent information
about the atmospheric CO, increase and a revised net land-
use flux. As complete data are not yet available for a 1990s
budget, the 1980s mean values were again used as a
reference calibration period to account for the influence of
natural variability. This choice does not affect the results in
any significant way (see Chapter 9).

The stabilisation analyses explored the relationships
between anthropogenic emissions and atmospheric
concentrations. The analyses were based on a specific set
of concentration profiles constrained to match present-day
(1990) conditions and to achieve stabilisation at different
levels and different future dates. The levels chosen
(350-750 ppmv) spanned a realistic range (which has been
extended in this report). Stabilisation dates were chosen so
that the emissions changes were not unrealistically rapid.
Precise pathways were somewhat arbitrary, loosely
constrained by the need for smooth and not-too-rapid
emissions changes (see Enting er al. (1994) for detailed
documentation). Alternative pathways are considered in
this report. The models were used to perform a series of
inverse calculations to determine fossil emissions (land-use
emissions were prescribed). These calculations:

(1) determined the time coutse of carbon emissions from
fossil fuel combustion required to arrive at the
selected CO, concentration stabilisation profiles
while matching the past atmospheric record and the
1980s mean budget; and
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(2) assessed (by integration) the total amount of fossil
carbon released.

For stabilisation at 450 ppmv in the 1994 calculations,
fossil emissions had to be reduced to about a third of
today’s levels (i.e., to about 2 GtC/yr) by the year 2200.
For stabilisation at 650 ppmv, reductions by 2200 had to be
about two-thirds of current levels (i.e., 4 GtC/yr). This
clearly indicates that stabilisation of emissions at 1990
levels is not sufficient to stabilise atmospheric CO,. These
results are independent of the assumed pathway to
concentration stabilisation (as shown later in this report),
although the detailed changes in future anthropogenic
emissions do depend on the pathway selected.

For the 18 models used for IPCC (1994), the implied
fossil emissions differed. Initial differences were small,
increasing with time to span a range up to *15% about the
median. In addition, the maximum range of uncertainty in
fossil emissions associated with the parametrization of CO,
fertilisation (evaluated with one of the models) varied
*10% about the median for low stabilisation values and
*15% for higher stabilisation values. For these 1994
calculations, the use of CO, fertilisation alone to control
terrestrial carbon storage, when in fact other ecological
mechanisms are likely to be involved, probably results in
an underestimate of future concentrations (for given
emissions) or an overestimate of emissions (for the
stabilisation profiles). The revised calculations presented
here use a lower fertilisation factor and so the associated
bias is likely to be smaller. IPCC (1994) reported these
results in terms of total anthropogenic emissions, directly
addressing the requirements of the FCCC and
coincidentally removing the loss of generality arising from
choosing a specific land-use flux.

2.1.2 Atmospheric CO, Concentrations and the Status of
the CO, Growth Rate Anomaly
The decline in the growth rate of CO2 in 1992 is one of the
most noticeable changes in the carbon cycle in the recent
record of observation (Conway ef al., 1994). The decline in
the short time-scale growth rate (based on interannual data
filtered to remove annual cycle variations and considering
the mean growth rates for overlapping 12-month periods)
to 0.6 ppmv/yr in 1992 is considerable when contrasted
with the mean rate over 1987 to 1988 of 2.5 ppmv/yr, until
recently the highest one-year mean growth rate ever
recorded. Examination of the CO, growth rate record
reveals, in fact, considerable variability over time (Figure
2.2, which is the updated version of Figure 1.2 in Schimel
et al., 1995). The magnitude of individual anomalies in the
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CO, growth rate depends on what is defined as “normal”
for the long-term trend. At Mauna Loa, for example, the
1987 to 1988 increase was similar to a variation which
occurred in 1972 to 1973 (see Figure 2.2).

How are these changes explained, and do they matter?
Analyses of the recent changes suggest that both the
relative and absolute magnitudes of ocean and terrestrial
processes vary substantially from year-to-year and that
these changes cause marked annual time-scale changes in
the CO, growth rate. Although the oceanic and biospheric
sources of CO, cannot be distinguished by examining the
concentration data alone, they can be distinguished by
looking at observations of the stable carbon isotope ratio
(13C to 12C) of atmospheric CO,. Carbon dioxide release
from the ocean has nearly the same !3C to !°C ratio as
atmospheric CO,, whereas carbon of biospheric origin is
substantially depleted in 13C. As such, it is clearly
distinguishable from carbon originating from the ocean.
The use of atmospheric transport modelling to analyse
spatial distributions of CO, and 13CO2 provides additional
information (Ciais er al., 1995a, b). To study interannual
CO, fluctuations, Keeling ez al. (1989a, 1995) removed the
seasonal cycle and the long-term fossil fuel-induced trend
from the direct atmospheric record to obtain anomalies in
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CO, concentration at Mauna Loa and the South Pole.
Anomalies of the order of 1-2 ppmv are found; a small
signal compared to the long-term increase (about 80
ppmv). The interannual CO, variations must reflect
imbalances in the exchange fluxes between the atmosphere
and the terrestrial biosphere and/or the ocean.

The isotopic data and modelling studies suggest that
earlier short-term CO, anomalies on the El Nifio-Southern
Oscillation (ENSO) time-scale reflected two opposing
effects: reduced net primary production of the terrestrial
biosphere possibly due to reduced precipitation in monsoon
regions, and a concomitant, temporary increase in oceanic
CO, uptake due to a reduction of the CO, outgassing in the
Pacific equatorial ocean (Keeling ez al., 1989b, 1995; Volk,
1989; Siegenthaler, 1990; Winguth er al., 1994). The most
recent anomaly seems to be unusual as it cannot be directly
related to an ENSO event. Keeling and co-workers suggest
that it may have been induced by a global anomaly in air
temperature. While the evidence for pronounced
interannual variability in both marine and terrestrial
exchange fluxes is strong (Bacastow, 1976; Francey et al.,
1995) the exact magnitude and timing of the variations in
these exchange fluxes remains controversial (Keeling et
al., 1989a, 1995; Feely et al., 1995; Francey er al., 1995).
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Figure 2.2: Growth rate of CO, concentrations since 1958 in ppmv/year at the Mauna Loa, Hawaii station. The high growth rates of the
late 1980s, the low growth rates of the early 1990s, and the recent upturn in the growth rate are all apparent. The smoothed curve shows
the same data but filtered to suppress variations on time-scales less than approximately 10 years. (Sources: C.D. Keeling and T.P. Worf,
Scripps Institute of Oceanography, and P. Tans, NOAA CMDL. The Keeling and NOAA results are in close agreement. The Mauna

Loa Observatory is operated by the NOAA.)



82

Most of the global carbon cycle models used in IPCC
(1994) (Schimel et al., 1995) address only the longer term
(10 year time-scale) direct perturbation of the global
carbon cycle due to anthropogenic emissions. These
models assume that the physical, chemical, and biological
processes that control the exchange fluxes of carbon
between the different reservoirs change only as a function
of the carbon contents. Hence these models ignore any
perturbations due to fluctuations in climate and are thus not
able to reproduce these shorter-term atmospheric CO,
variations. Nevertheless, some of the more complex
models are founded on physico-chemical and biological
principles that also operate on shorter time-scales and first
attempts to0 model these interannual variations have been
attempted (Kaduk and Heimann, 1994; Winguth et al.,
1994; Sarmiento et al., 1995). An improved understanding
of the rapid fluctuations of the global carbon cycle would
help to further develop and validate these models and
eventually should help to quantify some of the potential
feedbacks addressed in Chapters 9 and 10.

We now know that short-term growth rates increased
markedly through 1993 and 1994, and are currently at
levels above the long-term (decadal time-scale) mean
(Figure 2.2). As best as can be established, the anomaly of
the early 1990s represented a large but transient
perturbation of the carbon system.

2.1.3 Concentration Projections and Stabilisation
Calculations

Fossil fuel burning and cement manufacture, together with
forest harvest and other changes of land-use, all transfer
carbon (mainly as CO,) to the atmosphere. This
anthropogenic carbon then cycles between the atmosphere,
oceans and the terrestrial biosphere. Because an important
component of the cycling of carbon in the ocean and
terrestrial biosphere occurs slowly, on time-scales of
decades to millennia, the effect of additional fossil and
biomass carbon injected into the atmosphere is a long-
lasting disturbance of the carbon cycle. The record itself
provides important insights that support anthropogenic
emissions as a source of the observed increase. For
example, when seasonal and short-term interannual
variations in concentrations are neglected, the rise in
atmospheric CO, is about 50% of anthropogenic emissions
(Keeling et al., 1989a) with the inter-hemispheric
difference growing in parallel to the growth of fossil
emissions (Keeling et al., 1989a; Siegenthaler and
Sarmiento, 1993). These aspects are in accord with our
understanding of the carbon cycle, and agree with model
simulations of it. An additional important indicator of
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anthropogenically-induced atmospheric change is provided
by the !4C levels preserved in materials such as tree rings
and corals. The '“C concentration measured in tree rings
decreased by about 2% during the period 1800 to 1950.
This isotopic decrease, known as the Suess effect (Suess,
1955), provides one of the most clear demonstrations that
the increase in atmospheric CO, is due largely to fossil fuel
inputs.

In this section, the relationships between future
concentration changes and emissions of CO, are examined
through use of models that simulate the major processes of
the carbon cycle. In the context of future climate change,
carbon cycle model calculations play a central role because
the bulk of projected radiative forcing changes comes from
CO,. In IPCC (1994), two types of carbon cycle
calculations relating future CO, concentration and
emissions were presented: concentration projections for the
IPCC 1992 (IS92) emission scenarios; and emissions
estimates for a range of concentration stabilisation profiles
directly addressing the stabilisation goal in Article 2 of the
FCCC.

As noted above, these emissions-concentrations
relationships have been re-calculated because the previous
results were based on a 1980s mean budget from IPCC
(1992) that has been revised in three ways:

(1) In the 1992 budget the net land-use flux for the
decade of the 1980s was 1.6 GtC/yr and the
atmospheric increase was 3.4 GtC/yr. The more
recent estimate of the net land-use flux, however, is
significantly lower (1.1 GtC/yr).

(2) IPCC (1994) presented a change in atmospheric Co,
over the 1980s of 3.2 GtC/yr, a value that has been
further revised to 3.3 GtC/yr (Komhyr et al., 1985;
Conway et al., 1994; Tans, pers. comm).

(3) Minor changes have been made to the industrial
emissions data for the 1980s, although these do not
noticeably change the 1980s mean. These changes
mean that the additional sinks required to balance the
budget (which were and still are assigned to the CO,
fertilisation effect in the model calculations) are
smaller than assumed in calculations presented in
IPCC (1994). Consequently, when the new budget is
used, future concentration projections for any given
emission scenario are larger relative to those
previously presented, and the emissions consistent
with achieving stabilisation of concentrations are
lower.
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Three different models were used to carry out these
calculations: the Bern model (Siegenthaler and Joos, 1992;
Joos et al., 1996) and the models of Wigley (Wigley, 1993)
and Jain (Jain et al., 1995). Changes relative to the
previous calculations are virtually the same for each model.
The methodology used was the same as in IPCC (1994), as
documented in Enting er al. (1994). New results were
produced for concentrations associated with emission
scenarios 1592a-f and emissions associated with
stabilisation profiles S350-S750. Impulse response
functions were also revised for input into GWP
calculations.

In addition, stabilisation calculations were performed
for a profile with a 1000 ppmv stabilisation level (S1000)
and for variations on S350-S750 in which the pathway to
stabilisation was changed markedly. These latter profiles
(WRE350-WRE750), from Wigley er al. (1995), were
designed specifically to follow closely the 1S92a
“existing policies” emission scenario for 10-30 years
after 1990. Coupled with $S350-S750 results, these new
profiles give insights into the range of emissions options
available for any given stabilisation level, although they
still do not necessarily span the full option range. It
should be noted that, even though concentration
stabilisation is still possible if emissions initially follow
an existing policies scenario, this cannot be interpreted
as endorsing a policy to delay action to reduce emissions.
Rather, the WRE scenarios were designed to account for
inertia in the global energy system and the potential
difficulty of departing rapidly from the present level of
dependence on fossil fuels. Wigley et al. (1995) stress
the need for a full economic and environmental
assessment in the choice of pathway to stabilisation.
Both the S350-S750 and the WRE350-WRE750 profile
sets require substantial reductions in emissions at some
future time and an eventual emissions level well below
that of today.

The S1000 profile was designed to explore the emissions
consequences of an even higher stabilisation level; the
emissions implied by this case follow 1S92a closely out to
2050. The results show that, even with such a high
stabilisation level, the same characteristic emissions curve
arises as found for S350-S750. This scenario is by no
means derived to advocate such a high stabilisation level.
The environmental consequences of such a level have not
been assessed, but théy are certain to be very large. It
should be noted that recent emissions are low compared to
IS92a-projected emissions (emissions were essentially the
same in 1990 and in 1992, at 6.1 GtC/yr), although the
slow-down may be temporary.
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Figure 2.3: CO, concentrations resulting from emission scenarios
IS92a, ¢, and e plotted using both the 1992 budget and the 1994
budget. Solid lines represent model results based on the 1992
budget calibration, dashed lines, calibration with the 1994 budget.
The differences between results is small (of order 20 ppmv
change in projected concentration by the year 2100). The changes
from revising the budget result in changes in radiative forcing of
approximately 0.2 Wm2,

2.1.3.1 Effects of carbon cycle model recalibration

The effects of using the 1992 versus the 1994 budget with
IS92 Scenarios a, ¢, and e are shown in Figure 2.3. The
results show that the impact of the new budget on projected
future concentrations is noticeable but relatively minor. In
the year 2100, the concentrations increase by about 15
ppmv (IS92c), 25 ppmv (IS92a) and 40 ppmv (IS92¢). All
three models gave similar results. In terms of radiative
forcing increases, the 2100 values are 0.20 Wm™ (1S92¢),
0.25 Wm™2 (IS92a), and 0.26 Wm~2 (IS92e). These
changes are all small compared to the overall forcing
changes over 1990 to 2100 for these scenarios.

Figure 2.4 shows changes in the emissions requirements
for the S450 and S650 profiles due to changes between the
1992 and 1994 budgets. The net effect of these changes is
quite complex as it involves compensating effects due to
different budget factors. Changing the 1980s mean net
land-use flux from 1.6 GtC/yr to 1.1 GtC/yr (by reducing
the fertilisation factor required to give a balanced budget)
leads to emissions that are about 10% lower than given
previously (Schimel et al., 1995). This reduction is
modified slightly by the changes in concentration history
and profiles, and by an even smaller amount due to the
change in the fossil fuel emissions history, leading to the
results presented in Figure 2.4. The changes shown in
Figure 2.4 arise from the complex interplay of a number of
factors; but the overall conclusion (that emissions must
eventually decline to substantially below current levels)
remains unchanged.
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Figure 2.4 Anthropogenic CO, emissions for revised
concentration stabilisation profiles S450 and S650 resulting from
model projections initialised with the 1992 budget (solid curve:
net land-use flux = 1.6 GtC/yr) and the 1994 budget (dashed
curve: net land-use flux = 1.1 GtC/yr).

We have carried out several new calculations to illustrate
the effects of the choice of pathway leading to stabilisation
of modelled emissions and uptake. In Figures 2.5 and 2.6
we show the effect of pathway in more detail by employing
the profiles of Wigley ez al. (1995) (WRE below). Figure
2.5 shows the different pathways, reaching stabilisation at
the same time in each case, for target levels of 450 ppmyv to
750 ppmv. The corresponding anthropogenic emissions are
shown in Figure 2.6, which shows two things: first, that the
emissions required to achieve any given stabilisation target
are quite sensitive to the pathway taken to reach that target;
and second, that it is possible to achieve stabilisation even
if the initial emissions pathway follows the IS92a Scenario
for some period of time. There is, of course, a penalty for
this: having higher emissions initially requires a larger and
possibly sharper drop in emissions later, to lower levels
than otherwise (also see Enting, 1995). This is a direct
consequence of the fact that cumulative emissions tend to
become (at the stabilisation point or beyond) similar no
matter what the pathway. If cumulative emissions are
constrained to be nearly constant, then what is gained early
must be lost later.

Figures 2.5 and 2.6 also show the case for stabilisation at
1000 ppmv (in the year 2375). The profile here was
constructed to follow the IS92a Scenario out to 2050 (using
the model of Wigley (1993)) and is just one of a number of
possible pathways. Even with this high target, to achieve it
requires an immediate and substantial reduction below
1S92a after 2050, with emissions peaking around 2080 and
then undergoing a long and steady decline to, eventually,
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Figure 2.5: Stabilisation pathways used to illustrate sensitivity of
allowed emissions to choice of pathway. The solid curves are
based on the revised versions of the original S450 to S750
stabilisation profiles, incorporating minor changes to account for
the revised concentration history. The dashed curves show slower
approaches to stabilisation and are from Wigley et al. (1995).
Stabilisation at 1000 ppmv is plotted for comparison (S1000).

values well below the current level. Although offset
substantially, the general shape of the emissions curve for
S1000 is similar to all other curves,

2.1.3.2 Effects of uncertainties in deforestation and CO,
Sertilisation
The future uptake of CO, by the terrestrial biosphere is
critical to the global carbon balance. In the above
concentration projections and emissions results, the
terrestrial biosphere uptake was determined by the CO,
fertilisation factor, which in turn is determined mainly by the
value assumed for the 1980s mean land-use emissions (if the
ocean uptake is taken as a given). Thus, as in Wigley (1993)
and Enting er al. (1994), we can assess the effects of
fertilisation and future terrestrial uptake uncertainties by
changing the 1980s mean land-use term used in initialising
the carbon cycles models. Because the ocean uptake is held
constant, this results in changing the modelled CO, effect.
The sensitivity of the calculated emissions for CO,
stabilisation at 450 and 650 ppmv to these uncertainties is
shown in Figure 2.7 (cf. Figure 1.16 in Schimel et al., 1995).
The results from all three models used in the present
analysis show that uncertainty in the strength of the CO,
fertilisation effect leads to significant differences in
emissions deduced for any specified concentration profile.
Reducing the uncertainty in emissions due to past land-use



Radiative Forcing of Climate Change

n
o

. 55 . r . T
=
2> iy
Q
O]
2 157 -~ 1
S -~ N
2 PSS N |
& N \ N
2 10 \ N 1
S N N
15! =~ \ N Q S N Current
© O\ A\ anthropogenic 1
= « COgp emissions
S st >
o ~
o3
o $1000
= S750
] 2650
< 550
ol . P . . . L S450
2000 2050 2100 2150 2200 2250 2300 2350
Year
Figure 2.6: Sensitivity of emissions to the pathway to
stabilisation. The pathways, which stabilise at 450 ppmv to 750
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ppmv (also from Figure 2.5) are shown for comparison. (The
results shown are calculated using the Bern model.)
1 5 [ T ] T T T 1 T T 1 [ T
14 —— 4 GiC/yr 1980s net deforestation
43 11 GtC/yr 1980s net deforestation
= —— 18 GtC/yr 1980s net deforestation
112
Q
6’ 11
% 10
S o
3 8
g 4
o 7
Q6
S
S
8 41
°
£ 3 i
= 650
<
1 S450
O T T T T T T T T T T T T
2000 2050 2100 2150 2200 2250 2300
Year

Figure 2.7: Sensitivity of the CO, emissions for the S450 and
5650 concentration stabilisation profiles to the magnitude of the
net land-use flux. The 1994 “best guess” for the magnitude of this
flux is 1.1 GtC/yr (dashed curve). The range shown is for net
land-use fluxes of 0.4—1.8 GtC/yr. The 1992 “‘best guess” was 1.6
GtC/yr. This sensitivity is equivalent to assessing the sensitivity
to the magnitude of the CO, fertilisation effect. (The results
shown are calculated using the Bern model.)

change is therefore very important in order to constrain the
overall range of projections from carbon cycle models. At
the same time, independent estimates of the global
fertilisation effect may be used as a direct test of the value
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used in model calculations and so can also help to reduce
uncertainties in projections. Estimates of the CO,
fertilisation effect from terrestrial ecosystem models are
now becoming available (see Chapter 9).

2.1.4 Bomb Lifetime vs. Perturbation Lifetime

Some recently published work (Starr, 1993) has argued that
the post-industrial increase of atmospheric CO, may be due
largely to natural variation rather than to human causes.
This argument hinges on a presumed low value for the
“lifetime” of CQ, in the atmosphere. The argument is as
follows: if the atmospheric lifetime were short, then large
net CO, fluxes into the atmosphere would have been
required to produce the observed concentration increases;
if it were long, smaller fluxes would yield the observed
increases. Proponents of a natural cause assert that the CO,
lifetime is (and has remained) only a decade or less. The
“evidence” for such a short lifetime includes the rapid
decline of bomb C in the atmosphere following its 1964
peak. A lifetime this short would require fluxes much
larger than those estimated from fossil fuel burning in
order to produce the observed atmospheric increase;
therefore, the reasoning goes, the build-up can only be
partly human-induced.

Atmospheric CO, is taken up by the ocean and the
biospheric carbon pools if a disequilibrium exists between
atmosphere and the ocean (i.e., if the partial pressure of
CO, in the atmosphere is higher than in the surface ocean)
and if the uptake by plant growth is larger than the CO,
released by the biosphere by respiration and by decay of
organic carbon (heterotrophic respiration). For terrestrial
ecosystems, the removal of radiocarbon and that of
anthropogenic CO, from the atmosphere are different.
Carbon storage corresponds to the difference in net primary
production (plant growth, NPP) and decay of organic
carbon plus plant respiration. Radiocarbon, however, is
assimilated in proportion to the product of NPP and the
atmospheric '*C/'2C ratio, and is released in proportion to
the decay rate of organic matter and its 4C/12C ratio.

For oceans, one needs to differentiate between the
amount or concentration of radiocarbon in the atmosphere
and the isotopic ratio '4C/'2C. The ratio, a non-linear
function of the CO, and '4C concentration, is often
confused with concentration, giving rise to
misunderstanding. The removal of bomb-radiocarbon
atoms is governed by the same mechanisms as the removal
of anthropogenic CO,. The removal of small pulse inputs
of CO, and '%C into the atmosphere by air-sea exchange
follows the same pathways for both model tracers.
However, an atmospheric perturbation in the isotopic ratio
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disappears much faster than the perturbation in the number
of 4C atoms as shown in Figure 2.8 (Siegenthaler and
Oeschger, 1987; Joos et al., 1996).

Thus a 4C perturbation, such as the bomb 1*C input into
the atmosphere, induces a net transfer of 14C into oceans
and biosphere. Because the 14CO2 molecules generated
from the bomb tests represent a negligible CO, excess and,
more importantly, because the atmospheric 14C/12C ratio is
changed considerably by the '“C input, this results in a
large isotopic disequilibrium between the atmosphere and
the oceanic and terrestrial biospheric reservoirs.

Because of the different dynamic behaviour, 4C can not
be taken as a simple analogue tracer for the excess
anthropogenic CO,, a fact that has long been known to the
carbon cycle modelling community (e.g., Revelle and
Suess, 1957; Oeschger et al., 1975; Broecker et al., 1980).

2.1.5 Recent Bomb Radiocarbon Results and their
Implication for Oceanic CO, Uptake

Two recent assessments of bomb radiocarbon in the entire

global carbon system (i.e., the troposphere, stratosphere,

terrestrial biosphere and the ocean (Broecker and Peng,

1994; Hesshaimer et al., 1994)) imply a surprising global

imbalance during the decade after the bomb tests, when,
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Figure 2.8: Atmospheric response to a pulse input of carbon at time
t =0 for CO, and for a perturbation of the isotopic ratio (3C/!C or
14C/12C), obtained by using the ocean-atmosphere compartments of
the Bern model with no biosphere. The response of the atmospheric
CO, concentration to a pulse input depends on the pulse size and
the CO, background concentration. The dashed line is for a
doubling of pre-industrial CO, concentration (280 ppmv) at t = 0;
the dashed-dotted line is for an increase of pre-industrial CO,
concentration by one quarter (70 ppmv) at t = 0; the solid line
shows the decrease of an isotopic perturbation. Note the more rapid
decline in the isotopic ratio, in accord with observations.
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apart from the relatively very small natural cosmic
production, no major 4C source existed.

This imbalance may be explained either by a hidden high
(above 30 km height) stratospheric bomb “C inventory not
detected in the existing observations, which is unlikely, or
by an overestimated bomb radiocarbon inventory in the
terrestrial biosphere or the ocean or both. The calculated
biospheric reservoir uptake would have to be reduced by
about 80% in order to achieve the global bomb radiocarbon
balance. Such a reduction is very unlikely, as it strongly
contradicts observations of bomb “C in wood (e.g., in tree
rings: Levin ef al., 1985) and soils (Harrison ef al., 1993). A
more likely, albeit tentative, explanation is that previous
estimates of the oceanic bomb '“C inventory compiled from
the observations of the GEOSECS program (1973-78)
(Broecker et al., 1985) are too high by approximately 25%.
This is slightly larger than the generally accepted uncertainty
of this quantity. Because this explanation is inconsistent with
a new assessment of the oceanic observations (Broecker et
al., 1995) the issue is still not fully resoived.

Observations of the distribution and inventories of bomb-
produced radiocarbon constitute the key tracer either to
calibrate simple ocean carbon models or to validate the
upper ocean transport calculated by three-dimensional
ocean carbon models. Therefore a downward revision of the
oceanic '“C inventory during the GEOSECS time period
would have implications for our quantitative view of the
global carbon cycle, requiring a smaller role for the oceans,
and hence larger terrestrial uptake (or lower releases from
land-use change). The implied changes in the carbon
budget, although large (~0.5 GtC/yr), are within existing
uncertainties and thus do not require any fundamental
changes in understanding, but rather indicate the importance
of adequate global sampling of critical variables.

2.2 Other Trace Gases And Atmospheric Chemistry

2.2.1 Introduction
Changes in the concentration of a number of gases
(methane, nitrous oxide, the halocarbons and ozone) have
resulted in a combined radiative forcing which is similar in
magnitude to that of CO, since pre-industrial times. Their
concentrations in the atmosphere depend on chemical
processes, which regulate their removal rates (methane,
nitrous oxide, halocarbons) and sometimes their production
as well (ozone). The chemistry of the atmosphere is
complex and the many reactions are closely inter-related.
In this section the discussion of the sources, sinks,
lifetimes and trends of methane, nitrous oxide, halocarbons
and ozone presented in IPCC (1994) is summarised and



Radiative Forcing of Climate Change

updated as is the discussion of the possible stabilisation of
the atmospheric concentrations of these gases. Some of the
discussion in IPCC (1994) is not updated here and the main
points are now briefly summarised.

An intercomparison of tropospheric chemistry/transport
models using a short-lived tracer showed how critical the
model description of the atmospheric motions is, finding a
high degree of consistency between three dimensional
models, but distinctly different results among two
dimensional models. This finding, illustrating the low
degree of confidence we should have in numerical
simulations involving gases such as tropospheric ozone and
its precursors, still holds.

Our ability to model tropospheric ozone is not restricted
solely by the limitations of our chemistry/transport models.
Equally important is our lack of quantitative knowledge of
the global sources and distribution of tropospheric ozone
and its short-lived precursors (active nitrogen oxides
(NO,), hydrocarbons and carbon monoxidej. For example,
even the relative importance of the anthropogenic NO,
sources (transport of surface pollution out of the boundary
layer, direct injection by aircraft) and natural sources
(lightning, soils, stratospheric input) is not well known.
Again, no major advances have been made in this field
since [PCC (1994).

IPCC (1994) also described a model study which
investigated the impact of a 20% increase in methane
concentrations. Two main results were found:

(a) the chemical feedback of methane on tropospheric
chemistry changes the methane removal rate by
between —0.17% and —0.35% for each 1% increase in
the methane concentration;

(b) increases of about 1.5 ppbv in tropospheric ozone

occur in the tropics and summertime mid-latitudes,
though there is a factor of 3 or more difference
between models.

The first result was used to infer that the methane
adjustment time was about 1.45 times the turnover time
and the latter to estimate the ratio, about 0.25, of radiative
forcing from the induced tropospheric ozone increase to
that from the methane increase. These findings still hold.

2.2.2 Atmospheric Measurements and their Implications
2.2.2.1 Methane

Atmospheric methane (CH,) has been increasing since the
beginning of the 19th century; current levels, 1721 ppbv,
are the highest ever observed, including ice core records
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Figure 2.9: (a) Global average methane mixing ratios, together
with the methane concentrations observed at Mould Bay, Canada.
(b) The growth rates in average methane concentrations in the
Northern and Southern Hemispheres (Dlugokencky et al., 1994
a,c; E. Dlugokencky (NOAA) unpublished data).

that go back 160,000 years (Chappellaz ef al., 1990). That
increase has not been regular. In the late 1970s methane grew
at an annual rate of about 20 ppbv/yr (Blake & Rowland,
1988). More extensive atmospheric measurements have been
made since 1984. These indicate lower growth rates through
the 1980s, averaging about 13 ppbv/yr, declining through the
decade to about 9 ppbv/yr in 1991 (Dlugokencky et al.,
1994a; Blake and Rowland, updated data).

During 1992/93, extremely low growth rates were
observed (Dlugokencky e al., 1994b), and during 1992
methane stopped growing at some locations. In 1994
(Figure 2.9) global methane growth rates recovered to
about 8 ppbv/yr, close to the range of rates observed
throughout the period 1984 to 1991 (13-9 ppbv/yr). Recent
data for the high northern latitudes from Mould Bay,
Canada show this pattern in growth rates (Figure 2.9).
Atmospheric methane is still increasing albeit at a rate less
than that observed over the previous decades.
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There has been considerable speculation and modelling
of the possible cause(s) of the 1992/93 anomaly. From
methane isotope data, i.e., the relative abundance of 13CH4
to IZCH4, Lowe et al. (1994) suggest that decreased
emissions of fossil fuels in the Northern Hemisphere
(Dlugokencky et al., 1994c¢) and decreased biomass
burning in the tropics may have played significant roles.
Schauffler and Daniel (1994) suggest that enhanced
tropospheric—stratospheric exchange, caused by the
additional stratospheric heating by the Mt. Pinatubo
aerosol, could have been a contributory factor in 1992.
Bekki et al. (1994) propose a mechanism related to Mt.
Pinatubo, whereby significantly reduced stratospheric
ozone levels following the eruption caused enhanced levels
of UV to reach the troposphere (a known effect) and
resulted in increased tropospheric hydroxyl radical (OH)
levels and increased methane destruction (a model result).
Hogan and Harriss (1994) have suggested that temperature
effects on natural wetlands are a possible contributing
cause. Many of these factors contributed to the observed
methane anomaly in 1992/93, but at present it is not clear
what their relative contributions are, whether they can fully
explain the observed anomalies in concentration and
isotopic composition, or even whether we have identified
all of the important processes.

2.2.2.2 Nitrous oxide

Nitrous oxide is a major greenhouse gas because it has a
long atmospheric lifetime (~120 years) and large radiative
forcing about ~200 times that of carbon dioxide on a per
molecule basis (IPCC, 1994). Nitrous oxide levels continue
to grow in the global, background atmosphere. The 1993
growth rate (approximately 0.5 ppbv/yr) was lower than
observed in the late 1980s-early 1990s (approximately 0.8
ppbv/yr). This lower growth rate has been tentatively
associated with global cooling due to aerosols emitted by
Mt. Pinatubo affecting N, O soil emission rates (Bouwmann
et al., 1995), but the changes in N,O growth rates are within
the range of variability seen on decadal time-scales (Prinn et
al., 1990; Khalil and Rasmussen, 1992; Elkins et al., 1994;
Prather et al., 1995; Prinn et al., 1995a). Zander et al.
(1994a) have updated trends i column abundance of N,O
from 1950 to 1990 that are broadly consistent with data
obtained at remote surface stations.

2.2.2.3 Halocarbons

Chlorocarbons and bromocarbons strongly absorb infrared
radiation (a direct warming) and also destroy ozone in the
lower stratosphere (an indirect cooling since ozone is a
strong greenhouse gas) (IPCC, 1994; WMO/UNEP, 1995).
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Figure 2.10: (a) Global average (NOAA) and selected station
(AGAGE) mixing ratios of CFC-11 (Cunnold ef al., 1994; Prinn
et al., 1995a; AGAGE unpublished data). (b) Mixing ratios of
methyl chloroform from selected AGAGE stations (Prinn ez al.,
1995a,b; AGAGE unpublished data).

The slowdown in the growth rates of atmospheric
chlorofluorocarbons, particularly CFC-11 and CFC-12
(Elkins et al., 1993; Cunnold et al., 1994) is consistent with
the rapid phase-out of CFC consumption required by the
Montreal Protocol and its Amendments (Copenhagen).
Further data from the NOAA-CMDL and AGAGE
networks (Elkins ez al., 1994; Prinn et al., ’1995a) show that
CFC-11 global abundances probably stopped growing in
early 1993, whereas CFC-12 growth rates declined from
about 10 pptv/year (1991 to 1992) to 7 pptv/year' (1992 to
1993). By mid-1994 global levels of CFC-12 had almost
stopped growing and CFC-11 levels had started to decline
(Figure 2.10).

These changes in atmospheric concentrations of CFC-11
and -12, clearly a response to large reductions in emissions,
are probably in advance of those predicted to occur under
the Montreal Protocol and its Amendments (see 1S92a
Scenario, Section 2.2.4). The inventory approach to the
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estimation of recent production and emissions of CFC-11
and -12 has become increasingly uncertain (Fisher and
Midgley, 1994). The major uncertainty in the release of
CFC-11 is now associated with release from closed cell
foams while that for CFC-12 is the estimation of
unreported production.

Methyl chloroform, a relatively short-lived species in the
atmosphere (about 5 years) compared to the CFCs (about 50
years or more), is also a major source of stratospheric
chlorine and so is regulated by the Montreal Protocol and its
Amendments. Its concentration grew regularly at about
4-5%/yr until 1990, levelled off towards the end of 1991,
and fell in 1994 by about 8% (Figure 2.10, Prinn et al.,
1995b) — the first reported global decrease in the
atmospheric abundance of an anthropogenic chemical whose
emissions are regulated by the Montreal Protocol and its
Amendments. This dramatic reduction is consistent with the
known emissions (Midgley and McCulloch, 1995), models
of atmospheric transport and chemistry, including the control
by tropespheric hydroxyl radicals (Prinn ez al., 1995b).

HCFCs (hydrochlorofluorocarbons) and HFCs
(hydrofluorocarbons) are being used increasingly as interim
(HCFC) and longer term (HFC) substitutes for CFCs, in
response to the requirements of the Montreal Protocol and
its Amendments. Their GWP values are typically less than
the CFCs they replace, but are nevertheless high compared
to carbon dioxide. Global data for HCFC-22 (Montzka et
al., 1993, 1994a; Elkins et al., 1994; Figure 2.11) indicate a
mean mixing ratio in 1994 of approximately 110 pptv with a
constant growth rate (1992 to 1994) of about 5 pptv/yr. A
new analysis of spectroscopic data confirms that from the
mid-1980s to the early 1990s HCFC-22 levels grew at about
7T%/yr in the Northern Hemisphere (Irion er al., 1994;
Zander et al., 1994b). Other HCFCs such as HCFC-142b
and -141b are being used increasingly as substitutes for
CFC-12 and -11 in the production of closed cell foams
(Elkins et al., 1994; Montzka et al., 1994b; Oram et al.,
1995; Schauffler er al., 1995) (Figure 2.11). These gases
show rapidly accelerating growth rates since 1993. In the
remote Southern Hemisphere (Cape Grim, Tasmania),
HCFC-142b increased from 0.2 pptv in 1978 to 3 pptv in
1993; and HCFC-141b, from 0.1 pptv in 1982 to 0.5 pptv in
1993 (Figure 2.11). These NOAA-CMDL data for 1994
give a mean concentration and growth rate of about 0.6
pptv/yr (21%/yr) for HCFC-142b, and 2 pptv/yr (67%/yr)
for HCFC-141b. Analyses of both data sets indicate that
industry estimates of emissions (AFEAS, 1995) may be low.

Simultaneous air-sea observations of methyl bromide in
the east Pacific (40°N-55°S) and mid-Atlantic Oceans
(53°N-45°S) during 1994 show that surface waters were
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Figure 2.11: (a) HCFC-22 mixing ratios at Cape Grim, Tasmania
(41°8), as observed in NOAA flasks (Montzka et al., 1993,
1994a; Elking ¢ al., 1994) and in the Cape Grim air archive (P.
Fraser, unpublighed data). (b) HCFC-141b and HCFC-142b
mixing ratios at Cape Grim, as observed in NOAA flasks
(Montzka et al., 1994b; Elkins ef al., 1994) and in the Cape Grim
air archive (Oram er al., 1995).

undersaturated in all areas except for coastal and upwelling
regions (Butler, 1994; Lobert et al., 1995). The global
mean atmospheric abundance is about 10 pptv, with an
interhemispheric ratio of 1.3. Previously, the oceans were
thought to be a net source of methyl bromide of about 35 X
10° g/yr (Khalil er al., 1993), but extrapolation of these
new measurements to the global oceans gives a net air-to-
ocean sink of approximately 15 X 10%g/yr (Lobert et al.,
1995). The turnover time of atmospheric methyl bromide
with respect to oceanic uptake and degradation is about
3-4 years, and the turnover time for all sinks is about 1.2
years, which includes the revised estimate for removal by
OH (Section 2.2.3).

A re-analysis of six years of global halon-1211 and -
1301 data shows these species are continuing to grow
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nearly linearly, in contrast with earlier reports (Butler et
al., 1992). These two halons represent about 30% of
organic bromine in the remote atmosphere and hence of the
ozone-depleting bromine that reaches the stratosphere. In
1993 the halon-1211 abundance was about 2 pptv growing
at 0.1-0.2 pptv/yr, and that of halon-1301 was 3 pptv
growing at 0.2 pptv/yr (Butler ef al., 1994; Elkins ez al.,
1994; J. Butler, unpublished data). Production of halons
has already been phased out under the Montreal Protocol
and its amendments, and emissions depend on release of
the currently existing “banks” of halons stored primarily in
fire-fighting systems.

2.2.2.4 Other perhalogenated species
There is a group of trace gases, the exclusively
anthropogenic perfluorinated species such as
tetrafluoromethane (CF,), hexafluorethane (CF,;CF,) and
sulphur hexafluoride (SF(), that have very long
atmospheric lifetimes (greater than 1000 years) and large
GWP (Global Warming Potential) values (Ko ez al., 1993).
Tetrafluoromethane and hexafluorethane are by-products
released to the atmosphere during the production of
aluminium. Sulphur hexafluoride is principally used as a
dielectric fluid in heavy electrical equipment.
Comparatively small emissions of these species will
accumulate and lead to radiatively significant atmospheric
concentrations. Current concentrations of CF, and CF,CF,
probably exceed 70 and 2 pptv respectively (Prather et al.,
1995) and global average concentrations of SF, were 3-4
pptv, growing at 0.2 pptv/year in 1994 (Maiss and Levin,
1994; Maiss et al., 1996; Figure 2.12).
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Figure 2.12: Sulphur hexafluoride concentrations measured at

Cape Grim, Tasmania (41°S) from 1978 to 1994, The

measurements were made at the University of Heidelberg on the

CSIRO/Bureau of Meteorology air archive (Maiss et al., 1996, M.

Maiss, unpublished data).
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2.2.2.5 Tropospheric ozone

There is observational evidence that tropospheric ozone
(about 10% of the total-column ozone) has increased in the
Northern Hemisphere (north of 20°N) over the past three
decades (Logan, 1994; Harris et al., 1995). The available
measurements have been made primarily in industrialised
countries so their geographic coverage is limited. Even so
the trends are highly regional. They are smaller in the
1980s than in the 1970s and are negative at some locations
(Tarasick et al., 1995). European measurements at surface
sites also indicate a doubling in the lower-tropospheric
ozone concentrations since earlier this century. At the
South Pole, a decrease has been observed since the mid-
1980s. Elsewhere in the Southern Hemisphere, there are
insufficient data to draw strong inferences. IPCC (1994)
estimated that tropospheric ozone in the Northern
Hemisphere has doubled, from 25 to 50 ppbv, since the
pre-industrial. There is no new information to change or
strengthen this tentative conclusion. The tropospheric
ozone budget is discussed in Section 2.3.3.2.

2.2.2.6 Stratospheric ozone

Downward trends in total-column ozone continue to be
observed over much of the globe. Decreases in ozone
abundances of about 4-5% per decade at mid-latitudes in
the Northern and Southern Hemispheres are observed by
both ground-based and satellite-borne monitoring
instruments. At mid-latitudes, the losses continue to be
larger during winter/spring than during summer/fall in both
hemispheres, and the depletion increases with latitude,
particularly in the Southern Hemisphere. Little or no
downward trends are observed in the tropics (20°N—-20°S).
While the current two-dimensional stratospheric models
simulate the observed trends quite well during some
seasons and latitudes, they underestimate the trends by
factors of 1.5 to 3 in winter/spring at mid- and high
latitudes. Several known atmospheric processes involving
chlorine and bromine that affect ozone in the lower
stratosphere are difficult to simulate numerically and have
not been adequately incorporated into these models. A
comprehensive review of issues pertaining to atmospheric
ozone was recently completed (WMO/UNEP, 1995).

The average stratospheric ozone depletion over the last
decade, as well as the large, but transient loss probably
associated with Mt. Pinatubo’s injection of sulphur dioxide
(S0,) into the stratosphere, are expected to have affected
various chemical cycles in the troposphere. Several groups
(Madronich and Granier, 1992; Bekki et al., 1994:
Fuglesvedt et al., 1994) have modelled increases in
tropospheric OH due to enhanced fluxes of solar ultraviolet
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radiation reaching the troposphere. Others have speculated
on more involved mechanisms linking stratospheric
changes to tropospheric effects: changes in cloud radiative
properties (Toumi et al., 1994; Rodhe and Crutzen, 1995;
Section 2.4.1.3) and changes in troposphere-stratosphere
turnover (Kinnison et al., 1994; Schauffler and Daniel,
1994). While such mechanisms have been identified, there
is as yet no consensus regarding the changes in tropospheric
chemistry that occurred during this period.

2.2.2.7 Stratospheric water vapour

Stratospheric water vapour is a direct greenhouse gas
(IPCC, 1990) as well as a critical chemical component of
ozone chemistry (indirect effect). It is expected to increase
as a result of increasing CH, abundances and also possibly
from increases in tropopause temperatures that allow more
water vapour to enter the stratosphere. Stratospheric water
vapour measurements made over Boulder, Colorado
(40°N) from 1981 to 1994 show increases that are
statistically significant at some altitudes in the lower
stratosphere (Oltmans and Hofmann, 1995). These
increases are only partly explained by the concurrent
increases in methane and may point to other long-term
trends in the stratosphere. However, these results at a
single site do not necessarily point to a global trend (sece,
for example, the different geographic trends in total ozone,
WMO/UNEP (1992)).

2.2.2.8 Carbon monoxide

Carbon monoxide (CO), not itself an important greenhouse
gas, is an important component of the oxidising capacity of
the troposphere. It is short-lived, responds rapidly to
changes in sources or its sink, the OH radical, and
contributes to formation of tropospheric ozone.
Intercomparison of CO standards at atmospheric levels
from three laboratories (NOAA-CMDL, NASA-Langley
and Fraunhofer-Institut) indicate general agreement to
within 2% (Novelli et al., 1994a) and allow us to combine
the different observational records. The recently reported
global trend of —6 to —8%/yr since 1990 (IPCC 1994;
Novelli et al., 1994b) has been observed in another global
observational network but at a smaller rate of —2 to
—3%/yr (Khalil and Rasmussen, 1994). At Mace Head,
Ireland, however, small increases in CO (0.6%/yr) for 1990
to 1992 have been reported for pollution-free samples
while decreases (—13%/yr) are found for air masses that
originated over Europe (Derwent er al., 1994). These
observations reflect the difficulty in determining global
trends from short records for a gas such as CO. Several
causes of these different “trends” have been postulated and
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include reduced CO emissions from biomass burning and
urban sources, increased OH-sink, possibly from enhanced
stratospheric ozone depletion following the eruption of MLt.
Pinatubo in 1991 (Bakwin et al., 1994; Bekki et al., 1994;
Khalil and Rasmussen, 1994; Novelli er el., 1994b). As in
the case of the CH, anomaly in 1992/93, a single, dominant
cause has not been quantitatively established. A recently
published revision to one of the sources of CO (oxidation
of isoprene and other hydrocarbons, Miyoshi ez al., 1994)
is still consistent with the previous IPCC budget.

2.2.3 Chemical Lifetimes and Budgets

The atmospheric lifetimes of gases other than CO, are
determined predominantly by chemical reactions. The term
“lifetime” can refer to a specific process, a globally
integrated loss (turnover time), or the duration of
perturbations in the atmospheric concentration (adjustment
time). These different definitions are discussed in the box.
In the case of CH, and CO these gases’ abundances
influence OH concentrations and hence their own losses:
adjustment times for additions of CH, or CO are longer
than their respective turnover times (Prather, 1994).

There is little new information on the stratospheric
losses of the greenhouse gases, and hence the
recommended lifetimes for certain gases, e.g., N,O and the
CFCs, remain as in IPCC (1994). Fisher and Midgley
(1994) have evaluated the empirical lifetime of CFC-11, 56
yr, from fitting observations to emissions, including
uncertainty in the latter. Cunnold et al. (1994) analysed the
same data with a different model and report a shorter
lifetime of 44 yr. Allowing for uncertainties in the
emissions and the absolute calibration, these are consistent
with the IPCC lifetime of 50 yr. Morris er al. (1995) have
evaluated the possible effects of ion reactions on the
lifetimes of the fully fluorinated compounds and have
shown that, even for the most extreme assumptions, the
lifetimes of perfluoroalkanes and SF, are greater than 1000
years,

The lifetimes of all those gases that react primarily with
tropospheric OH are revised downward relative to I[IPCC
(1994) by about 10%. That revision includes CH, and other
hydrocarbons, the HCFCs and other halogenated species
that contain one or more hydrogen-atoms, and is based on a
revised estimate of the mean global OH concentration.
That in turn is based on a revision of the budget of methyl
chloroform (Prinn et al., 1995b) which serves as a
reference to estimate mean global OH concentrations. A
recent recalibration of the methyl chloroform absolute
standard by AGAGE gave a value of 0.82 times that of
their previous reported value (Prinn er al., 1995b; 1992)
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lowering the estimate of the atmosphere CH,CCl, burden
by the same factor and lowering the turnover time of
CH,CCl; to 4.8 = 0.2 years (Prinn et al., 1995b) as
compared to 5.7 * 0.3 yr (Prinn et al., 1992).

The new AGAGE calibration also removes much of the
previous difference with the NOAA/CMDL calibration
noted previously (Fraser et al., 1994; IPCC, 1994). Using
atmospheric models (Bloomfield et al., 1994), an average
of the two calibrations results in a recommended empirical
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turnover time of 4.9 = 0.4 yr (compared with 5.4 = 0.6 in
IPCC 1994) which is in close agreement with the estimate
by Prinn et al. (1995b). After allowing for the loss to the
stratosphere and the uptake by the oceans, the removal time
for CH,CCl; through reaction with troposphere OH is
inferred to be 5.9 % (.7 yr. That value is used to recalculate
the lifetimes of the other gases reacting with OH: for CH,
see Table 2.2 and Section 2.2.3.1; for the other greenhouse
and ozone-depleting gases see Table 2.2 and Section 2.5.

Table 2.2: Lifetimes for radiatively active gases and halocarbons

SPECIES LIFETIME CONCENTRATION CURRENT RADIATIVE
(pbv) GROWTH FORCING
Year Uncert. 1992 pre-ind. ppbv/yr Wm2 Wm2
/ppbv
NATURAL AND ANTHROPOGENICALLY INFLUENCED GASES
carbon dioxide co, variable 356,000 278,000 1,600 1.8 X 105 1.56
methane CH,@ 12.2 25% 1714 700 8 3.7 X 10* 047
nitrous oxide N,O 120 311 275 0.8 3.7 %X 103 0.14
methyl chloride CH,CI 1.5 25% ~0.6 ~0.6 ~0 0
methyl bromide CH;Br 1.2 32% 0.010 <0.010 ~0 0
chloroform CHCl, 0.51 300% ~0.012 ~0 0.017
methylene chloride CH,(CI, 0.46 200% ~0.030 ~0 0.03
carbon monoxide Cco 0.25 50-150 ~0 $

GASES PHASED OUT BEFORE 2000 UNDER THE MONTREAL PROTOCOL AND ITS AMENDMENTS

CFC-11 CCL,F 50 10%
CFC-12 CCLF, 102

CFC-113 CCLFCCIF, 85

CFC-114 CCIF,CCIF, 300

CFC-115 CF,CCIF, 1700

carbon tetrachloride ccyy, 42

methyl! chloroform CH,CCl, 4.9 8%
halon-1211 CBrCIF, 20

halon-1301 CBrF, 65

halon-2402 CB1F,CBrF, 20

0.268 0 +0.000™ 0.22 0.06
0.503 0 +0.007** 0.28 0.14
0.082 0 0.000™ 0.28 0.02
0.020 0 0.32 0.007
<0.01 0 0.26 <0.003
0.132 0 ~0.0005™* 0:10 0.01
0.135% 0 —0.010™" 0.05 0.007
0.007 0 00015 L

0.003 0 0002 0.28

0.0007 0

CHLORINATED HYDROCARBONS CONTROLLED BY THE MONTREAL PROTOCOL AND ITS AMENDMENTS

HCFC-22 CHCIF, 12.1 20%
HCFC-123 CF,CHCI, 1.4 25%
HCFC-124 CE,CHCIF 6.1 25%
'HCFC-141b CH,CFCl, 9.4 25%
HCFC-142b CH,CF,Cl 184  25%
HCFC-225¢a C,HF,Cl, 2.1 35%
HCFC-225¢cb C,HF.CL, 6.2 35%

0.100 +0.005™* 0.19 0.02
0.18
0.19
0.14
0.18
0.24

0.28

0.001™
0.001™

0.002
0.006

o o o o o o ©
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Table 2.2: continued
SPECIES LIFETIME CONCENTRATION  CURRENT RADIATIVE
(ppbv) GROWTH FORCING
Year Uncert. 1992 pre-ind. ppbv/yr Wm2 Wm2
/ppbv
PERFLUORINATED COMPOUNDS
sulphur hexafluoride ~ SF; 3200 0.032 0 +0.0002 0.64 0.002
perfluoromethane CF, 50000 0.070 0 +0.0012 0.10 0.007
perfluoroethane C,F, 10000 0.004 0 0.23
perfluoropropane Gyl 2600 0 0.24
perfluorobutane CF 2600 0 0.31
perfluoropentane CsF, 4100 0 0.39
perfluorohexane CoF 4 3200 0 0.46
perfluorocyclobutane  ¢-C,Fq 3200 0 0.32
ANTHROPOGENIC GREENHOUSE GASES NOT REGULATED (PROPOSED OR IN USE)
HFC-23 CHF, 264 45% 0.18
HFC-32 CH,F, 5.6 25% 0.11
HFC-41 CH,F 3.7 0.02
HFC-43-10mee CsHyF 17.1 35% 0.35
HEC-125 C,HF, 32.6 35% 0.20
HFC-134 CF,HCF,H 10.6 200% 0.18
HFC-134a CH,FCF, 14.6 20% 0.17
HFC-143 CF,HCH,F 3.8 50% 0.11
HFC-143a CH,CF; 48.3 35% 0.14
HFC-152a CH,CHF, L5 25% 0.11
HFC-227ea C,HF, 36.5 20% 0.26
HFC-236fa C;H,F 209 50% 0.24
HFC-245ca C,H,F; 6.6 35% 0.20
HFOC-125¢ CF;0CHF, 82 300%
HFOC-134e CHF,OCHF, 8 300%
trifluoroiodomethane  CF,l <0.005 0.38

Notes: This table lists only the direct radiative forcing from emitted gases. The indirect effects due to subsequent changes in
atmospheric chemistry, notably ozone (see below), are not jncluded. The W column refers to the radiative forcing since the pre-
industrial, and the Wm=%/ppbv column is accurate only for small changes about the current atmospheric composition (see Section 2.4

and IPCC (1994)). In particular, CO,, CH, and N,O concentration changes since pre-industrial times are too large to assume linearity;
the formulae reported in IPCC(1990) are used to evaluate their total contribution.

A blank entry indicates that a value is not available. Uncertainties for many lifetimes have not been evaluated. The concentrations of

some anthropogenic gases are small and difficult to measure. The pre-industrial concentrations of some gases with natural sources are

difficult to determine. Radiative forcings are only given for those gases with values greater than 0.001 Wm2.
@Methane increases are calculated to cause increases in tropospheric ozone and stratospheric H,0; these indirect effects, about 25% of

the direct effect, are not included in the radiative forcings given here.

$ The direct radiative forcing due to changes in the CO concentration is unlikely to reach a few hundredths of a Wm2 (see Section
2.4.1). The direct radiative forcing is hard to quantify (see Section 2.2.4).

** Gases with rapidly changing growth rates over the past decade, recent trends since 1992 are reported.

# The change in CH,Cl; concentration is due to the recalibration of the absolute standards used to measure this gas (see Section 2.2.3).

Stratospheric ozone depletion due to halocarbons is about —2 % (globally) over the period 1979 to 1990 with half as much again

occurring both immediately before and since; the total radiative forcing is thus now about —0.1 Wm2, Tropospheric ozone appears to
have increased since the 19th Century over the northern mid-latitudes where few observational records are available; if over the entire

Northern Hemisphere, tropospheric ozone increased from 25 ppb to 50 ppb at present, then the radiative forcing is about +0.4 W2,
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2.2.3.1 The methane budget

The budget for CH, is given in Table 2.3. The estimate for
the atmospheric turnover time of CH, has been revised to
8.6 = 1.6 yr down from 10 £ 2 yr in the previous IPCC
report. Two factors are responsible for that change: (a) a
new estimate for the chemical removal rate (11% faster;
see Section 2.2.3); and (b) the uptake by soils (included in
the previous budget, but not in the calculation of the
turnover time). The estimated error of the lifetime is based
on two major uncertainties: that in the tropospheric
turnover time of methyl chloroform, *+12%, and that in the
rate constants of the reactions of CH, and CH,CCl; with
OH. The new adjustment time for CH, is 12.2 * 3 yr; its
error also includes the uncertainty in the feedback factor,
*17% (see Table 2.4).

The revised removal rate implies that the global sink
strength is 560 = 100 Tg(CH,)/yr, higher than the 1994
estimate. Given the uncertainties in the global strengths of
the individual CH, sources, this implied atmospheric sink
can still be matched by the estimated total sources (535
*+125 Tg(CH,)/yr) given in IPCC (1994).

Radiative Forcing of Climate Change

CH, has many clearly identified chemical feedbacks.
One already mentioned is that increases in atmospheric
CH, concentrations, however small, will reduce the
tropospheric concentrations of the hydroxyl radical, which
in turn will increase the lifetime of CH, in the troposphere,
and amplify the original perturbation in the CH,
concentration (Prather, 1994). That feedback expresses
itself in an adjustment time that is larger than the CH,
turnover time. The ratio of adjustment time to turnover
time depends on the exact formulation of the chemistry and
varies between models. Table 2.4 presents such ratios
along with the CH, global mean lifetimes (i.e., turnover)
obtained from various models. The ratio, also called
feedback factor in IPCC (1994), varies between 1.2 and 1.7
and is not correlated with the CH, lifetimes obtained by the
models, which vary from 8.7 to 13.2 years. This suggests
that the feedback factor does not depend on the CH,
turnover time. Thus there is no reason to revise the ratio of
adjustment time to turnover time used in IPCC (1994),

Another feedback loop has been suggested by King and
Schnell (1994), who argue that increases in the

Table 2.3: Estimated sources and sinks of methane for 1980 to 1990.
(a) Observed atmospheric increase, calculated sinks and implied sources derived to balance the budget.

Individual estimates Total
Atmospheric increase 37 (3540)
Sinks of atmospheric CH,: tropospheric OH 490 (405-575)
stratosphere 40 (3248)
soils 30 (15-45)

Total atmospheric sinks

Implied sources (sinks + atmospheric increase)

560 (460-660)
597 (495-700)

(b) Inventory of identified sources.

Natural sources

Anthropogenic sources: Fossil fuel related
Total biospheric
Total anthropogenic sources

Total identified sources

160 (110-210)
100 (70-120)

275 (200-350)
375 (300-450)
535 (410-660)

Notes: All figures are in Tg(CH,)/yr. | Tg = [ million million grams which is equivalent to 1 million tonnes. The total amount of

CH, in the atmosphere is 4850 Tg.

The only change since IPCC (1994) is the estimate of loss through reaction with tropospheric OH. Estimates of individual sources

(not shown) remain unchanged. -
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Table 2.4: Methane adjustment time relative to turnover time from delta-CH4 simulations (IPCC, 1994)

Model Sensitivity @ Adjustment/turnover Lifetime” (yr)
U.Camb/2D -0.17% 1.23# 13.2
AER/2D 0.18% 1.26# 1.9
UEA/Harwell/2D -0.20% 1.29% 9.8
LLNL/3D 0.22% 1.32# 8.7
AER/2D -0.26% 1.39% 12.5
U.Oslo/3D -0.34% 1.61% 9.2
LLNL/2D -0.35% 1.62% 115

@ The %-change in CH4 loss frequency (= 1/lifetime) per 1% increase in CH4.

A CH4 global mean turnover time,
# Uses fixed CO concentrations.
§ Uses CO fluxes.

atmospheric CH, may inhibit the microbial uptake of CH,
in soils via a process that couples soil methane and
ammonia. That process would also amplify the original
perturbation in the CH 4 concentrations. However, the effect
of that mechanism is expected to be small, since the global
sink strength for the microbial uptake of CH, by soils is
small, about 30 Tg(CH,)/yr.

If emissions were held constant at 1984-1994 levels
(corresponding to current growth of 10 ppbv/yr), then
methane levels would rise to about 1850 ppbv over the next
40 years. If emissions were cut by about 30 Tg(CH,)/yr,
about 8% of anthropogenic emissions (Table 2.3), then
methane concentrations would remain at today’s levels. These
numbers are reduced from IPCC (1994), which used a current
growth rate of 13 ppbv/yr and a longer adjustment time.

2.2.3.2 The tropospheric ozone and hydroxyl radical budget
Tropospheric ozone is one of the more reactive, radiatively
active trace gases whose distribution is controlled by a
complex interplay of chemical, radiative and dynamical
processes. Ozone is transported down into the troposphere
from the stratosphere at mid- and high latitudes, destroyed
at the Earth’s surface, produced by the photo-oxidation of
CO, methane and other hydrocarbons in the presence of
NO, (NO2 and NO), and destroyed by ultraviolet
photolysis and reaction with HO, (HO, and OH) radicals.
The interplay between these processes results in local
tropospheric turnover times for ozone varying from days to
weeks. Hence, its concentration varies with latitude,
longitude, altitude, season and time of day.

Most of the oxidation of long-lived radiatively active
gases such as CH,, CH,Cl, CH;Br, CH,CCl, and HCFCs
takes place in the tropics, where high UV and humidity
promote the formation of OH from photolysis of ozone
(Prather and Spivakovsky, 1990; Thompson, 1992). Ozone
in the tropical troposphere thus plays a critical role in
controlling the oxidising power of the atmosphere. An
analysis of aircraft observations over the tropical South
Atlantic (Jacob et al., 1993b) indicates a close balance in
the tropospheric column between photochemical
production and loss of ozone, with net production in the
upper troposphere balancing net loss in the lower
troposphere. The production of ozone is driven by NO,
originating from continental sources (biomass burning,
lightning, soils). Transport from the stratosphere is
negligible as a source of tropospheric ozone or NO, in this
particular region. By extrapolation, Jacob et al. (1993b)
proposed a general mechanism for the origin of ozone in
the tropical troposphere: convection over the continents
injects NO, to high altitudes, leading to net ozone
production in the upper troposphere; eventually the ozone
subsides over the oceans and net loss takes place in the
lower troposphere, closing the ozone cycle. The proposed
mechanism implies a great sensitivity of the oxidising
power of the atmosphere to the NO, emissions from
tropical continents. Unfortunately there has been no real
increase either in our confidence in numerical simulations
of global tropospheric ozone or in the measurements of
ozone, particularly in the tropics and the Southern
Hemisphere, needed to test the simulations.
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The photolysis of ozone and its reactions with HO,
radicals, in addition to controlling the ozone lifetime and
budget, are important components of the fast
photochemical balance of the sunlit troposphere. This
balance establishes a small steady state concentration of the
highly reactive hydroxyl (OH) radical which control the
removal of most trace gases including methane, carbon
monoxide, NO, and a wide range of organic compounds.
The global tropospheric concentration of hydroxyl radicals
thus determines the oxidising capacity of the troposphere,
the build-up of radiatively active gases and the flux of
some ozone-depleting halocarbons to the stratosphere.

There is increasing observational evidence that we
understand and are able to measure and model local
concentrations of OH (e.g., Poppe et al., 1994; Wennberg
et al., 1994; Miiller et al., 1995). However, our knowledge
of the global OH distribution is still limited by our ability
to model accurately the large range of conditions that
determine the OH concentration (e.g., 03, NOX,
hydrocarbons, cloud cover). The global and hemispheric
mean value of OH can be derived from analyses of
observations of methyl chloroform and #CO. Analysis of
atmospheric '#CO data has been used to argue for an
asymmetry in the mean tropospheric OH between
hemispheres, with about 20% more 4CO (and hence 20%
less average OH) in the Northern Hemisphere (Mak et al.,
1994). Similar results come from the 12-box atmospheric
model fitting of methyl chloroform (Prinn ez al., 1995b),
but some 3-D models fit the observed CH,CCl, without
significant asymmetry in OH. More evidence is needed to
be certain of any hemispheric asymmetry in tropospheric
OH. The low uncertainty in OH levels (£12%) is limited,
however, to globally integrated quantities. Confidence in
the seasonality is limited.

2.2.3.3 Aircraft and ozone
The climatic impact of aircraft, due to emissions of
particles, water vapour and NO,, remains a serious concern
in research and assessment (e.g., Graedel, 1994; Schumann
and Wurzel, 1994; Stolarski and Wesoky, 1995). The
potential impact of a supersonic fleet operating in the
stratosphere has been studied and reviewed extensively.
Stratospheric ozone depletion (a negative radiative forcing)
due to emission of NO, is currently predicted to be small,
less than 1%, provided a new generation of engines with
NO, emission indices of 3 to 8g (NO,) per kg of fuel can
be built (Wahner ef al., 1995).

Climatic effects due to the addition of H,O and sulphur
to the stratosphere need to be assessed, and additional
uncertainties remain about the ability of the 2-D

Radiative Forcing of Climate Change

assessment models to simulate the accumulation of
exhaust products. Effects of the subsonic fleet, which adds
NO, primarily to the upper troposphere, centre on the
ozone increases expected in the upper troposphere
(positive radiative forcing) and on the modification of
clouds through the emission of particles and contrails. The
former effect depends strongly on the background
concentrations of NO,, O3 and H,O in the upper
troposphere (Ehhalt and Rohrer, 1994), for which
observations are extremely sparse. As a result the ability
of chemical transport models to simulate these background
concentrations in the upper troposphere remains untested,
and the modelled impact of aircraft NO, on ozone remains
quite uncertain (Derwent, 1994; Ehhalt and Rohrer, 1994;
Hauglustaine ef al., 1994).

2.2.4 1892 Scenarios

The trace gas scenarios and consequent radiative forcing
from the IS92 scenarios (IPCC 1992 and Appendices) are
used in Chapter 6 to illustrate the implications of different
emission pathways. There are still considerable
uncertainties in the chemical models used to simulate
possible future atmospheres, and we have chosen here to
use the simple consensus on current time-scales and
budgets given here and in IPCC (1994) to calculate future
concentrations corresponding to the 1S92 emission
scenarios. The projections of trace gas concentrations from
1990 to 2100 using I1S92 scenarios for CH,, N,0,
tropospheric O,, CFCs and chlorocarbons, HCFCs,
stratospheric O, and HFCs are given in Tables 2.5 a-e.

We adopt turnover and adjustment times for the
greenhouse gases as described in IPCC (1994) and updated
in Table 2.2. For CH,, the chemical feedback of its
concentration on its own lifetime has been included as a
sensitivity factor: the atmospheric loss rate (i.e., not
including soil loss) decreases by 0.30%, for every 1%
increase in the methane concentration above 1700 ppbv.
Thus as CH, increases from 1700 to 4100 ppbv, the global
turnover time (including soil loss) increases from 8.6 to
11.0 yr. Since the IS92 emissions for CH, and N,O are
inconsistent with observations and these lifetimes, they
were adjusted so that the concentrations in the 1990s
matched the observations. This constant offset from the
original IS92 scenarios is effectively a redefinition of the
natural, baseline emissions. No attempt has been made to
adjust the IS92 scenarios to match the 1992/93 anomaly.
Changes in tropospheric O, are those induced by changes
in CH, alone: those from NO, changes, which may be
equally important, are neglected since they cannot be
quantified with confidence. The tropospheric ozone
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increase, +1.5 ppbv for a 20% increase in CH,, is based on
the IPCC (1994) analysis of the delta-CH, simulations.

A major simplification of the IS92 scenarios is that we
have chosen to ignore the changing emissions of the short-
lived gases: CO, VOC (volatile organic compounds) and
NO,. Although we would like to include a complete
atmospheric simulation with changing emissions of the
major greenhouse gases and also these short-lived gases,
there are two compelling reasons why this cannot be done at
this time. First, there is not a strong enough consensus on
how to treat the short-lived gases in the currently available
coarse resolution global models, and on how the chemical
feedbacks couple these highly reactive species with CH,.
Second, the impact of these short-lived species depends
critically on where and when these gases are emitted. For
example, the IS92 scenarios do not differentiate between
aircraft, urban combustion and diffuse agricultural NO,
emissions. The yield of ozone (a greenhouse gas) per
emitted NO, molecule depends critically on these local
conditions (e.g., Chameides ef al., 1994; Schumann and
Wurzel, 1994; Derwent, 1996). Thus until we have a
consensus on the tropospheric chemistry models and until
the scenarios for short-lived gases include spatially resolved
emissions (and speciated in the case of VOC), the S92
calculations cannot include these short-lived gases. This
decision is not a recommendation to use the extremely
simplified representation of atmospheric chemistry in
integrated models (e.g., Prather, 1988; Wigley, 1995).

To illustrate the potential importance of these short-lived
gases, Derwent (1996) used the UKMO 2-D model to
calculate the CH, increases resulting from a full 1S92a
Scenario. The scenario includes the projected growth in
NO,, CO and VOC emissions (with additional
assumptions about the location and speciation of
emissions), and the model includes a fairly full set of
chemical feedbacks on tropospheric O, and OH. As a
result the increases in tropospheric O5 and NO, also
change the oxidising capacity of the atmosphere and
partially offset the CH, chemical feedback described
above. The increases in CH, for this 2-D model are
approximately 20% less than those in the simplified CH,
feedback-only model used here.

In another simplification of the IS92 scenarios, the
chlorine and bromine containing halocarbons are assumed
to be controlled by the Montreal Protocol and its
Amendments (London, 1990; Copenhagen, 1992), and thus
we give a single scenario for the greenhouse gases and for
the ozone depletion they cause. The Copenhagen 92
amendments do not define phaseout steps for individual
HCFCs and some latitude is allowed in implementing the
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schedule which is fixed overall. We have chosen to
illustrate the effects of the ozone-depleting substances with
a scenario described in Table 2.5 which tends towards an
upper limit to chlorine levels. Ozone depletion is scaled to
tropospheric chlorine loading. Brominated halocarbons
also contribute to ozone loss but they are not included in
the table because they are not significant greenhouse gases
in terms of direct forcing because of their low
concentrations. Also, if the chlorine-plus-bromine-
equivalent loading is used, no significant difference in the
scaled future ozone depletion is apparent. Based on
satellite and ground-based trends (Harris er al., 1995),
ozone depletion between 1979 (2.44 ppbv chlorine loading)
and 1990 (3.64 ppbv) is taken as —2% in the global mean,
with —1% occurring prior to 1979. With the linear fit, this
model assumes depletion began at approximately 1.8 ppbv
tropospheric chlorine. The lag in time between troposphere
and stratosphere, the slightly different reactivities of the
chlorocarbons and the inclusion of bromocarbons, are
important to the details of ozone depletion (e.g.,
WMO/UNEP, 1995), but are not significant for these
radiative forcing scenarios.

2.3 Aerosols

2.3.1 Summary of 1994 Report and Areas of
Development

Aerosols influence climate in two ways, directly through
scattering and absorbing radiation and indirectly through
modifying the optical properties and lifetime of clouds.
IPCC (1994) concluded that uncertainties in the
estimation of direct aerosol forcing arose from the limited
information on the spatial and temporal distribution of
aerosol particles as well as of the optical properties of the
particles themselves. While a body of observations of
sulphate aerosol was available, there were only limited
data on a global scale for other aerosol components.
Furthermore, the sensitivity of the optical properties to
the size distribution of the particles, as well as to their
chemical composition, made it difficult to relate the
aerosol forcing to emissions in a simple manner. Model
distributions based on the present sources and sinks along
with empirically determined optical properties have been
used to estimate direct forcing although it is recognised
that changes in the sources, even if total emissions are
conserved, are likely to give a different magnitude as well
as geographical distribution of the forcing. Similarly,
although some local studies had been made of the impact
of aerosol particles on cloud optical properties, there had
been few observational studies either of possible global
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Table 2.6: Source strength, atmospheric burden, extinction efficiency and optical depth due to the various types of aerosol
particles (after IPCC (1994), Andreae (1995) and Cooke and Wilson (1996)).

Source Flux Global mean Mass extinction Global mean
(Tglyr) column burden coefficient optical depth
(mg m™2) (hydrated) (m2 g'1)
Natural
Primary
Soil dust (mineral aerosol) 1500 322 0.7 0.023
Sea salt 1300 7.0 0.4 0.003
Volcanic dust 33 0.7 2.0 0.001
Biological debris 50 1.1 2.0 0.002
Secondary
Sulphates from natural precursors, as (NH,),S0,) 102 2.8 5.1 0.014
Organic matter from biogenic VOC 55 2.1 5.1 0.011
Nitrates from NO, 22 0.5 2.0 0.001
Anthropogenic
Primary
Industrial dust, etc. 100 2.1 2.0 0.004
Soot (elemental carbon) from fossil fuels 8 0.2 10.0 0.002
Soot from biomass combustion 5 0.1 10.0 0.001
Secondary
Sulphates from SO, as (NH,),S0, 140 3.8 5.1 0.019
Biomass burning 80 34 5.1 0.017
Nitrates from NO, 36 0.8 2.0 Q.002

changes in cloud condensation nuclei (CCN) or ice
nuclei, which might be attributed to anthropogenic
aerosol particles, or of the global influence of aerosol
particles on cloud optical properties. The problem of the
influence of aerosol particles on cloud lifetime and extent,
and hence on the spatially and temporally averaged cloud
optical thickness, was recognised but could not be
quantified.

Several areas of research have been developed since
the preparation of IPCC (1994) and these are discussed in
this update. In particular, model studies of aerosol
distribution and the consequent direct forcing have been
extended and now include non-sulphate aerosol. Forcing
by soot aerosol, and the optical depth due to soil dust,
including natural and anthropogenic components, have

been estimated. (We define soot as the light-absorbing
aerosol produced by incomplete combustion of carbon-
based fuels, as distinct from non-absorbing organic
aerosols from, for example, biomass combustion. Some
authors use the term “black carbon” for this component.)
In the context of indirect forcing, recent work has
suggested a possible role for organic particles as CCN.
Furthermore, recent field measurements have provided
further data on the relationships between aerosol particles
and cloud droplet concentration. As discussed by Jonas et
al. (1995), the climatic influence of stratospheric aerosol
due to volcanic eruptions is comparatively well
understood so that the modelled and observed cooling
following the eruption of Mt. Pinatubo are in good
agreement.
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2.3.2 Modelling of Tropospheric Aerosol Distributions
Whereas estimates of the radiative forcing of greenhouse
gases can be based on measured concentrations of these
gases in the atmosphere, the forcing due to aerosol particles
at the present time has to be calculated from model spatial
distributions. This is because the aerosol particles have a
short lifetime in the atmosphere and are therefore much
less uniformly distributed than the more long-lived
greenhouse gases. The physical and radiative properties of
aerosols are more variable and less well characterised than
the equivalent properties of greenhouse gases. While there
are many interactions between different chemical species
in aerosols it has proved useful to consider the different
species as independent.

The simplest way to estimate the average concentration
of aerosol particles is to apply a box model in which the
global rate of emission is multiplied by an average turnover
time, estimated from the efficiency of the removal
processes, to yield a global burden. Such first-order
estimates have been made for anthropogenic sulphate
(Charlson et al., 1990; Charlson er al., 1992) and soot
(Penner, 1995). Radiative forcings estimated from the
aerosol loadings predicted using such models tend to be
overestimates, compared with those based on more detailed
models, partly because box models neglect the spatial
correlation that exists between aerosol concentration and
cloudiness since large industrial emissions are in relatively
cloudy regions. Forcing estimates which include explicit
consideration of the spatial variability of the aerosol
distribution, cloudiness and solar radiation have to be
based on three-dimensional models of the global aerosol
distribution. Such models have been developed for aerosol
sulphate (Langner and Rodhe, 1991; Taylor and Penner,
1994; Feichter et al., 1996; Pham et al., 1995), for soot
(Penner et al., 1993; Cooke and Wilson, 1996), and for
mineral dust (Tegen and Fung, 1994).

Most estimates of the radiative forcing due to
anthropogenic sulphate aerosols have been based on the
sulphate distributions calculated by Langner and Rodhe
(1991) using the MPI-Mainz MOGUNTIA model. In order
to illustrate the sensitivity of the result to assumptions
about the rate of oxidation of sulphur dioxide (SO,) to
sulphate in clouds, one of the key processes in the sulphur
cycle, Langner and Rodhe (1991) made two separate
simulations. One simulation was based on immediate
oxidation of SO, as soon as it encounters cloud, the other
assumed a delayed rate of oxidation corresponding to some
degree of oxidant limitation. The former case, referred to
by the authors as the “standard” case (it might also have
been named the “fast oxidation” case) gave a global
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sulphate burden of 0.77 TgS compared with 0.55 TgS for
the “slow oxidation” case. The forcing estimates by
Charlson er al. (1991), Kiehl and Briegleb (1993) and
Haywood and Shine (1995) are all based on the “slow
oxidation” simulation of Langner and Rodhe (1991). Had
the “fast oxidation” case been used, the forcing would have
been proportionally increased (Kiehl and Rodhe, 1995).
The simulations by Pham er al. (1995) and Feichter ef al.
(1996) using different models gave global sulphate burdens
of 0.8 and 0.61 TgS respectively. The high value of Pham
et al. (1995) is partly due to their assumption of a
considerably higher anthropogenic SO, emission (92
TgS/yr) than the other studies (about 70 TgS/yr).

The average turnover time of aerosol sulphate, defined
as the ratio of the global burden to the total rate of removal,
falls in the range 4-5 days in all of the model simulations
referred to above. The parametrization of precipitation
scavenging of aerosol sulphate, which is the dominant
removal pathway, and of the oxidation of SO, to sulphate,
are probably the two largest sources of uncertainty in the
sulphate simulations. From the additional model
simulations, largely independent of the Langner and Rodhe
(1991) study, that have been published during the past few
years, there is some basis for estimating the uncertainty
range for the global sulphate burden of roughly 0.5 to 0.8
TgS. However, more global observations are needed to
verity these model calculations.

Other anthropogenic gaseous precursors of aerosol
particles include nitrogen oxides and volatile organic
compounds (VOCs) from fossil fuel combustion. Although
their coniribution to radiative forcing may well be more
substantial than indicated in Table 2.6 — some studies (e.g.,
Diederen et al., 1985) suggest that in highly polluted
regions aerosol nitrate may be as important as aerosol
sulphate for scattering visible light — no attempt has been
made to estimate their global optical depth based on
detailed modelling.

The study by Cooke and Wilson (1996) of soot is based
on the MOGUNTIA model, as used by Langner and Rodhe
(1991) in their sulphate study. The global source strength
of soot from industrial and biomass combustion was
estimated to be about 13 TgC/yr and the global burden 0.26
Tg. This model study provides the first consistent estimate
of the global distribution of soot from which its direct
radiative forcing can be estimated, for example using the
approach of Haywood and Shine (1995).

The Tegen and Fung (1994) study of mineral dust is
based on a source strength of 3000 Tg/yr, distributed
between four size categories. The estimated turnover time
of these categories ranged from 13 days for the clay
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fraction with an effective radius of 0.7 um to 1 hour for
sand with an effective radius of 38 um. No attempt was
made to separate out an anthropogenic component of the
mineral dust and therefore it is not possible, from these
results, to estimate the climate forcing by this aerosol
component. However, recent studies by Tegen and Fung
(1995) based on analysis of satellite observations suggest
that a substantial amount (possibly 30-50%) of the soil
dust burden may be influenced by human activities. No
attempt has been made to estimate the global radiative
forcing due to this anthropogenic component.

Table 2.6, adapted from IPCC (1994), contains revised
and updated quantities for carbonaceous aerosols (organics
and soot) including separate entries for fossil fuel and
biomass combustion sources of carbonaceous aerosols. As
in IPCC (1994), the main conclusions to be drawn from
this table are:

(a) Natural sources represent around 90% of the total
mass emission to the atmosphere of aerosols and
their precursors; but

(b) Anthropogenic emissions are estimated to result in
almost half of the global mean aerosol optical depth
because of their size and optical properties, the major
contribution arising from SO,.

It is important to recognise that some fraction of the soot
aerosols from biomass combustion is natural; however it is
included here as anthropogenic, owing to a lack of detailed
knowledge of the actual frequency of occurrence of natural
fires initiated, for example, by lightning. Andreae (1995)
estimates that biomass burning has increased by a factor of
two or three since the mid-19th century, although large
uncertainties remain concerning the history of the source
strength of soot from biomass burning.

Caution should be exercised when considering global
aerosol loadings and especially their trends with time.
Figure 2.13 shows the Northern Hemisphere and regional
source strengths of SO, (expressed as sulphur), and
illustrates the lack of uniform trends and the current rapid
growth of the Asian source.

2.3.3 Optical Characteristics of Aerosols

Sulphate aerosol is a large anthropogenic contributor to
optical depth and is the best understood and most easily
quantified of the key aerosol types. The second most
important anthropogenic aerosol particle type is
carbonaceous; taken together the two typically comprise
over 80% of the sub-micrometre aerosol mass in industrial
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Figure 2.13: Natural and fossil fuel combustion sources of SO, in
the Northern Hemisphere (after Dignon and Hameed, 1989; 1992).

regions (Jonas er al., 1995). In contrast to the
predominantly scattering effect of sulphate aerosol,
carbonaceous aerosol absorbs solar radiation. While the
uncertainty regarding the direct radiative forcing of
sulphates has been narrowed somewhat (Section 2.4),
increased recognition has been given to the role of
carbonaceous aerosols, both organic compounds and soot.
Neither the sources nor the ambient-air properties of these
carbon-containing aerosols have been adequately
characterised. As a result, the relative uncertainties in the
calculated radiative forcing by carbonaceous aerosols are
even larger than for the sulphates. In addition, sampling,
measurement and chemical analysis methods for
carbonaceous aerosols have not been standardised, and
molecular characterisation is difficuit and seldom
attempted. Thus much of the present data set on
carbonaceous aerosols must be viewed as not being truly
appropriate for calculation of direct radiative forcing.
Further, the lack of molecular information and the
simultaneous lack of detailed information on water
solubility and surface chemical properties make it difficult
to address properly the role of carbonaceous particles as
CCN. Nonetheless, some progress has been made towards
bounding the direct forcing by both soot and organic
aerosols, while empirical evidence has emerged that
implicates organic aerosol particles in the process of cloud
droplet formation (Novakov and Penner, 1993).

Referring back to Table 2.6, the source strengths of
carbonaceous aerosol particles (organic as well as soot) are
based on emission factors relating the mass of aerosol
produced to the mass of carbon burned in the fuel. Some of
the data on emission factors were obtained in the
laboratory and some were derived from atmospheric
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sampling. While in a small number of cases the particle
size distribution of the aerosol was measured, in most
experiments only the total aerosol mass was measured. For
the case of organic aerosol particles, the suggested size
distribution is similar to that of sulphates (with the mass
mainly in the 0.1 — 1.0 um diameter range) so that there
should be reasonable similarity between the scattering
efficiencies of organic and sulphate aerosol (Penner et al.,
1992). However, since the data on soot emissions have not
been acquired with any standardisation of sampling or
analysis techniques, the emission factors must be regarded
as preliminary estimates. Many of the soot emission data
have been obtained from studies relating to inhalation and
human health effects and these studies involve sampling of
particles up to about 10 wm in diameter. As can be seen
from Figure 2.14, the absorption efficiency of spherical
soot particles is calculated to be a strong function of
particle size, with little absorption occurring for particles
larger than about 1 wm equivalent diameter. The
dependence of absorption by non-spherical particles on
their equivalent aerodynamic diameter is not well known.
This, together with the fact that the atmospheric residence
time of particles larger than 1 wm is much shorter than that
for small particles, suggests that the use of existing
emission data is uncertain and likely to overestimate both
particle mass concentration and light absorption. Specific
size-resolved sampling is needed to delineate the amount of
soot emitted as particles smaller than 1 wm; in the absence
of optical characterisation of soot from different sources,
the existing data should be regarded more as upper limits
on soot emissions than as current best estimates.

In spite of the large uncertainties concerning the
composition and magnitude of the source strength of
carbonaceous aerosols, the single scattering albedo w =
o sp/(osp+ U‘ap) can be, and has been, measured ((rsp and Ty
are the scattering and absorption cross-sections of the
aerosol particles). The results show finite but highly
variable light absorption by soot (Waggoner er al., 1981;
White, 1990; Haywood and Shine, 1995). Table 3.3 of
IPCC (1994) gives a range 0.8 =< o = 0.95 for low
humidity polluted continental air, and higher values, 0.9 =
1.0 for clean continental or remote marine conditions.
While few data exist for biomass combustion smoke, values in
the range from 0.5 to greater than 0.9 have been reported with
a mean value for low relative humidity aerosol of 0.83
+0.11 (Radke et al., 1991). Because these quantities were
measured using heated or highly desiccated samples, the
ambient values of single scattering albedo would be
expected to be considerably higher due to hygroscopic
growth, giving a relative increase of 0y compared with

w =
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Figure 2.14: Absorption and extinction of spherical soot particles
per unit mass as a function of particle size for light with a
wavelength of 550 nm. The refractive index was assumed to be
1.773-0.626i and the calculations by S.F. Marshall (pers. comm.)
assume Mie scattering.

0, Due to the large uncertainty ranges of both the source
strength of soot and the single scattering albedo of the
aerosol particles, it is necessary at present to adopt the
precedent of Haywood and Shine (1995) who concluded
that the role of light absorption by soot is uncertain but that
the range of the climate forcing which results is bounded
(see Section 2.4).

As pointed out in IPCC (1994) there are difficulties
associated with the determination of the scattering efficiency
of sulphate aerosol. The difficulties have not been fully
resolved (Hegg et al., 1993, 1994; Anderson er al., 1994).

Some measurements of aerosol properties in China have
been made (e.g., Shi et al., 1994; Wu and Chen, 1994), but
it remains difficult to evaluate adequately the effects of the
aerosol particles in the Asian region, where the source
strengths are increasing rapidly.

2.3.4 Influence of Aerosols on Clouds
The suggestion that aerosol particles might modify the
cloud droplet size distribution and hence the radiative
properties of clouds, on a global scale, was supported in
IPCC (1994) by the satellite observations of Han et al.
(1994) which showed evidence of systematic differences in
the effective radius of the cloud droplets between the
Northern and Southern Hemispheres, with smaller droplets
in the Northern Hemisphere. More recently this hypothesis
has been supported by observations of seasonal coherence
of CCN and cloud optical depths at Cape Grim, Tasmania
(Boers et al., 1994).

The problem of quantifying the relationship between
aerosol source strengths and the droplet size distribution in
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low-level water cloud is complex because of the number of
processes involved, including chemical processes in the
emissions and the interaction between cloud dynamics and
microphysics. Jonas er al. (1995) showed examples of
empirical relationships only between aerosol particle
number concentrations and droplet concentrations. Studies
by Jones et al. (1994), Boucher and Lohmann (1995) and
Hegg et al. (1993) have provided further insight into the
importance of the exact form of this relationship when
estimating the possible range of indirect radiative forcing
due to sulphate aerosol, but it is clear that no universal
relationship exists which could be applied in all regions.
Calculations by Chuang and Penner (1995) have also
demonstrated the impact of aerosol particles produced by
oxidation of SO, in the modification of the cloud droplet
population. It is clear, however, that the present results are
not sufficient to provide global relationships which might
be used with confidence in calculations of global forcing.

Observations of cloud properties by Alkezweeny er al.
(1993) demonstrate the impact of anthropogenic aerosol
particles on cloud optical properties. Recent field
experiments off the coast of California (MAST, the
Monterey Area Ship Track experiment) and in the Arctic
have provided further evidence for the impact of aerosol
particles. Preliminary analyses of these experiments, and
other studies (e.g., Hindman and Bodowski, 1994;
Hindman et al., 1995), have largely confirmed the impact
of non-absorbing aerosol particles in increasing the albedo
of clouds through their effect on the droplet concentration.
The results emphasise that the sensitivity of clouds to
aerosol particles is highly variable and is reduced in
regions of high natural aerosol loading. There remain,
however, some systematic differences between calculated
and observed values of infrared albedo which may be due
to the inhomogeneous nature of the cloud layers (Hayasaka
et al., 1994). Whether such inhomogeneities affect the
sensitivity of cloud optical properties to droplet
concentration has not been determined: there is some
evidence that the optical properties of inhomogeneously
mixed clouds are less sensitive to droplet concentration
than more uniform clouds (Novakov et al., 1994).

Experiments by Perry and Hobbs (1994) have also
confirmed earlier results suggesting that regions close to
clouds may act as favoured regions for the production of
particles. These results again point to the complexity of the
relationship between emissions and CCN concentrations.
Kulmala er al. (1995) have suggested that the presence of NO,
may also modify the nucleation process but measurements to
illustrate its importance have not yet been made.

Calculations by Jensen and Toon (1994) have suggested
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that conclusions concerning the sensitivity of cloud
properties to aerosol particle concentration which relate to
low level water clond may not easily be transferred to the
impact on upper tropospheric ice clouds. Their calculations
assume that homogeneous nucleation of ice is the dominant
mechanism by which ice crystals are produced in these
clouds and that nucleation is relatively insensitive to the
number of aerosol particles, although Sassen er al. (1995)
provided observations that suggest the modification of
cirrus by incursion of stratospheric aerosol particles. The
extent to which aerosol particles influence the optical
properties of ice clouds, especially ice clouds formed at
lower levels, has still to be determined.

The problem of quantifying the impact of aerosol
particles on cloud lifetime, through their impact on
precipitation processes, was mentioned in [PCC (1994)
although there were few quantitative results that could be
used to assess the global impact of such changes which
directly affect the mean optical thickness of the clouds. The
problem was highlighted by Pincus and Baker (1994) who
suggested that the impact of changes in the mean optical
thickness might be comparable with the radiative effect of
changing the droplet size distribution at cloud top. The
problem is more acute for thin clouds in which precipitation
is light but critical to the evolution of the cloud.

2.4 Radiative Forcing

The changes in greenhouse gas and aerosol concentrations
reported in previous sections lead to a perturbation of the
planetary radiation budget which is referred to here as
“radiative forcing”. It is the purpose of this section to
report on calculations of the radiative forcing since pre-
industrial times due to a number of mechanisms and to
indicate the degree of confidence in these estimates.

The detailed rationale for using radiative forcing was
given in IPCC (1994). It gives a first-order estimate of the
potential climatic importance of various forcing
mechanisms. The radiative forcing drives the climate to
respond but, because of uncertainties in a number of
feedback mechanisms (see Chapter 4), the radiative forcing
can be calculated with more confidence than the
consequent climate response. There are, however, limits to
the utility of radiative forcing as neither the global mean
radiative forcing, nor its geographical pattern, indicate
properly the likely three-dimensional pattern of climate
response; the general circulation models discussed in
Chapters 5 and 6 are the necessary tools for the evaluation
of climate response.

This section limits itself to mechanisms which, via their
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interaction with solar or thermal infrared radiation, act to
drive climate change. Changes in atmospheric water
vapour, cloudiness or surface albedo which are a response
to a radiative forcing and which, in turn, act to modify the
climate response via their radiative effects, are considered
in Chapter 4; similarly, recent studies of our fundamental
understanding of the interaction of clouds with radiation
are discussed in Chapter 4.

The definition of radiative forcing adopted in previous
[PCC reports (1990, 1992, 1994) has been the perturbation
to the net irradiance (in Wm~2) at the tropopause after
allowing for stratospheric temperatures to re-adjust (on a
time-scale of a few months) to radiative equilibrium, but
with the surface and tropospheric temperature and
atmospheric moisture held fixed. This stratospheric
adjustment is of crucial importance in evaluating properly
the radiative forcing due to changes in stratospheric ozone
and is important at the 5-10% level for changes in some
other greenhouse gases; it is of less importance for changes
in aerosol concentrations (see IPCC 1994). In this section,
the reported radiative forcings due to greenhouse gas
changes (including ozone) include the stratospheric
temperature adjustment; all other forcings do not and are
thus “instantaneous” values.

2.4.1 Greenhouse gases

Estimates of the adjusted radiative forcing due to changes
in the concentrations of the so-called well-mixed
greenhouse gases (CO,, CH,, N,O and the halocarbons)
since pre-industrial times remain unchanged from [PCC
(1994); the forcing given there is 2.45 Wm™2 with an
estimated uncertainty of 15%. CO, is by far the most
important of the gases, contributing about 64% of the total
forcing. We know of no new estimates of the forcing due to
changes in tropospheric ozone since pre-industrial times
and retain the estimate of between 0.2 and 0.6 Wm2.

Evans and Puckrin (1995) report measurements of the
contribution of carbon monoxide to the greenhouse effect.
The global mean radiative forcing due to the changes in
carbon monoxide concentration is unlikely to exceed a few
hundredths of a Wm™?; its role in modifying tropospheric
ozone is likely to be of greater importance for climate.

The basic physical understanding of the ways in which
greenhouse gases absorb and emit thermal infrared
radiation (e.g., Goody and Yung, 1989) is supported by
abundant observations of the spectrally resolved infrared
emission by the clear-sky atmosphere (e.g., Kunde et al.,
1974; Lubin, 1994). Barrett (1995)’s suggestion that
greenhouse gases are unable to emit significant amounts of
infrared radiation is contradicted by these observations.
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2.4.1.1 Halocarbon radiative forcing

In [PCC (1994) it was noted that the radiative forcing per
mass (or molecule) of a number of halocarbons was based
on unpublished material for which details were not
available. Since then Pinnock er al. (1995) have reported
the integrated absorption cross-sections and radiative
forcing of eighteen hydrohalocarbons, a number of which
have not previously been reported. In addition, they
examined the dependence of the radiative forcing on a
number of assumptions concerning the effects of clouds
and overlapping species. For most gases, the values
reported by Pinnock et al. (1995), relative to CFC-11, are
within 15% of the values given in Table 4.3 of IPCC
(1994); since this is within the likely error of the estimates,
we do not amend our earlier recommendations. For two
gases, HFC-32 and HFC-236fa, more substantial
discrepancies are found. We favour results from models for
which details are available, and hence, in Table 2.7, the
values for HFC-32 and HFC-236fa are updated. In
addition, values for HFC-41 and HFC-272ca, which were
not reported in IPCC (1994), are given.

A significant issue raised by Pinnock et al. (1995)
concerns the absolute forcing due to CFC-11. A value of
0.22 Wm~2/ppbv has been used in IPCC reports since IPCC
(1990). Pinnock et al. obtain a value some 20% higher.
Part of the problem may relate to the range of
measurements of the absorption cross-section reported in
the literature (see e.g., Li and Varanasi, 1994); however,
the precise source of the discrepancy has not been
established. If the Pinnock et al. (1995) value is confirmed
by other work, the radiative forcing contribution of CFC-
11 would have to be increased. Since in IPCC reports the
radiative forcing due to other halogenated compounds has
been reported relative to CFC-11, their absolute
contribution would also have to be increased.

Roehl er al. (1995) reported absorption cross-sections
and radiative forcings for 5 perfluorocarbons. The Roehl ez
al. values are favoured here as they are now published and
form a consistent set of values for the perfluorocarbon
series. The values are given in Table 2.7. It should be noted
that there is a substantial discrepancy (30%) between the
new value for C,F, and the IPCC (1994) value; the source
of this discrepancy has not been established.

2.4.1.2 Radiative forcing due to stratospheric ozone
changes

The radiative forcing due to changes in ozone is more

difficult to calculate than those of the other greenhouse

gases for a number of reasons. First, ozone changes cause a

significant change in both solar and thermal infrared
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radiation. Second, the effect of stratospheric temperature
change as a consequence of ozone loss in the lower
stratosphere significantly modifies the radiative forcing.
Finally, uncertainty in the spatial distribution of the ozone
loss, in particular in the vertical, introduces significant
uncertainties in the consequent radiative forcing. These
issues were discussed in detail in IPCC (1994) who
concluded that the adjusted radiative forcing as a result of
decreases in stratospheric ozone was about —0.1 Wm™>
with a factor of 2 uncertainty.

Molnar et al. (1994) calculated the radiative forcing and
the equilibrium surface temperature response due to
stratospheric ozone loss in the 1980s with a two-
dimensional radiative-convective seasonal climate model.
Using ozone data for broad latitude belts (90°-30°N,
30°N-30°S and 30°-90°S) their calculations reaffirm the
sensitivity of the forcing to uncertainties in the vertical
profile of ozone depletion (see IPCC 1994); Molnar er al.
(1994) find uncertainties in the forcing of up to 50%. Their
climate response results suggest that the surface cooling
due to stratospheric ozone loss in the 1980s offsets about
30% of the warming due to well-mixed greenhouse gas
increases over the same period. The offset is about a factor
of two greater than that expected from radiative forcing
calculations alone and appears to be due to the
representation of the meridional transport of heat in the

Radiative Forcing of Climate Change

model. Because of a lack of other published studies,
especially using three dimensional models, this result must
be viewed with caution.

The reduction in stratospheric chlorine and bromine
loading which will result from the Montreal Protocol and
its Amendments is expected to lead to a recovery of the
stratospheric ozone layer over the next century
(WMO/UNEP, 1995). During the 1980s the ozone loss
partially offsets the forcing due to the well-mixed
greenhouse gases, but in the early decades of the next
century the ozone recovery constitutes a positive radiative
forcing that acts to enhance the effect of the well-mixed
greenhouse gases. Solomon and Daniel (1996) have
estimated the consequences of the recovery on radiative
forcing using the IPCC (1990) Business-as-usual Scenario.
The transition from ozone loss to ozone recovery changes
the decadal increment of the greenhouse gas plus ozone
forcing from about 0.44 Wm~?/decade for the 1980s to
about 0.59 Wm~%/decade for the period 2000 to 2009. If the
ozone changes are ignored, the increment of the forcing is
0.52 Wm~%decade for the 1980s and 0.56 Wm~2/decade for
2000 to 2009. Hence the changes in stratospheric ozone
lead to a significant transient acceleration of the
greenhouse gas radiative forcing. This acceleration may be
even greater, if the ozone forcing is enhanced by the effects
of the depletion on tropospheric constituents via the

Table 2.7: Radiative forcings due to halocarbons for a per unit mass and a per molecule increase in atmospheric
concentration relative to CFC-11. The table shows direct forcings only. The values here are for gases for which the IPCC
(1994) values have been updated or for gases not hitherto reported. The absolute forcing due to CFC-11 is taken from
IPCC (1990) and is 0.22 AX Wm? where AX is the perturbation to the volume mixing ratio of CFC-11 in ppbv.

Gas AF per unit mass AF per molecule Source
relative to CFC-11 relative to CFC-11

*HFC-32 CH,F, 1.32 0.50 Pinnock ez al. (1995)
+HFC-41 CH,F 0.44 0.11 Pinnock er al. (1995)
* HFC-236fa CF,CH,CF, 0.90 1.00 Pinnock et al. (1995)
+HFC-272ca CF,HCH,CH, 0.57 0.33 Pinnock er al. (1995)
* CF, 0.73 0.47 Roehl et al. (1995)

* C,Fq 1.04 1.05 Roehl ef al. (1995)

* C,F, 0.80 (.11 Roehl et al. (1995)
*C,F o 0.80 1.40 Roehl et al. (1995)
*CFp, 0.85 1.79 Roehl éf al. (1995)

" C4Fy 0.83 2.08 Roehl er al. (1995)

* Denotes value is amended from IPCC (1994) value.

+ Denotes gas not previously reported in IPCC reports.
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increased penetration of UV (see Section 2.4.1.3). Solomon
and Daniel (1996) show that if the ozone forcing were to
be doubled as a consequence of the tropospheric changes,
the forcing in the 1980s would be 0.36 Wm~2/decade,
increasing to about 0.61 Wm~%/decade for 2000 to 2009.

2.4.1.3 Impact of ozone depletion on other radiatively
active species

Depletion of stratospheric ozone can affect the
distributions of other radiatively active species (see Section
2.2). Thus, the net radiative forcing due to ozone-depleting
gases such as CFCs and halons depends not only upon the
induced ozone depletion but also upon the subsequent
chemical changes that can follow from stratospheric ozone
depletion. Most notable among these is the dominant role
of stratospheric ozone in controlling the transmission of the
ultraviolet radiation to the troposphere and, in turn, the
tropospheric OH concentrations that regulate the
abundances of gases such as methane, HFCs, HCFCs and
tropospheric ozone (e.g., Fuglestvedt et al., 1994).

Madronich and Granier (1992) emphasised that through
this mechanism ozone depletion could play a role in
determining methane trends. The modelling study of Bekki
et al. (1994) provides support for this mechanism by
examining the role of enhanced ozone depletion following
the eruption of Mt. Pinatubo upon the reduced methane
growth rates observed at that time. However, other
processes may also have affected the observed methane
response as noted in Section 2.2. Bekki er al. (1994) also
emphasised that the observed global ozone depletion of
about 3% would be expected to produce an indirect
negative radiative forcing due to methane decreases and
associated tropospheric ozone decreases that is about
30-50% of the forcing due to the ozone depletion alone.
Thus this study suggests a total radiative forcing associated
with ozone depletion that could be 30-50% more negative
than estimates of this forcing that neglect the impact of
ultraviolet transmission changes upon methane and
tropospheric ozone. Because the bulk of methane
destruction normally takes place in tropical latitudes while
ozone depletion maximises in mid- and high latitudes, the
details of such estimates are dependent on the uncertainties
in the latitudinal distribution of ozone depletion, as well as
tropospheric transport characteristics.

Toumi et al. (1994) discussed another indirect chemical
mechanism that could make the total radiative forcing due
to ozone depletion even more negative. They pointed out
that increases in tropospheric OH should be expected to
increase the rate of oxidation of SO, to form sulphuric
acid, which in turn provides the source of cloud
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condensation nuclei and hence has the potential to enhance
the negative radiative forcing associated with aerosols;
however, the importance of this mechanism has been
challenged by Rodhe and Crutzen (1995). Toumi ef al.
(1994) used the same simple approach as that taken by
Charlson et al. (1992) to relate increases in SO2 oxidation
to cloud albedo. They found that the observed decreases in
ozone could have led to a negative radiative forcing due to
this mechanism as large as 40-800% of the radiative
forcing due to the ozone depletion itself. The many
uncertainties associated with estimates of radiative forcing
due to sulphate-induced cloud changes are discussed in
Section 2.3.4. Toumi et al. (1994) also emphasised the
uncertainties associated with the lack of convective
transport in their two-dimensional model.

In spite of large uncertainties, the two studies taken
together suggest that the total radiative forcing due to
ozone depletion including indirect chemical effects relating
to tropospheric OH is likely to exceed that obtained from
the ozone depletion alone, perhaps by a factor of two or
more. Any radiative forcing associated with methane
changes will already be implicitly accounted for in the
estimates of the forcing due to changes in the well-mixed
greenhouse gases. The forcing resulting from changes in
cloud properties would be in addition to the radiative
forcing of ~0.1 Wm™ (with a factor of two uncertainty)
due to stratospheric ozone change proposed in IPCC
(1994). However, given the uncertainties in characterising
the ozone-induced effect on clouds, we believe it to be too
premature to suggest a revised value for the forcing (or the
error bars) associated with stratospheric ozone change.

2.4.1.4 Other climate-chemistry interactions

A recent study of the impact of enhanced emission of
pollutants in the Asian region on key chemical species
using a 3-D chemical transport model suggests increases of
free tropospheric ozone up to 30% for a doubling of NO,
emissions during the summer months (Berntsen et al.,
1996). These increases in tropospheric ozone cause a local
radiative forcing of 0.5 Wm™ which is about 50% of the
negative radiative forcing in the same region due to the
direct etfect of sulphate aerosols.

Hauglustaine et al. (1994) used a 2-D dynamical-
radiation-chemistry model to estimate the effect of current
day aircraft emissions of NO, on tropospheric ozone and,
hence, on radiative forcing (although it should be noted
that there are limitations in using 2-D models in such
studies, see Section 2.2 and IPCC (1994)). The resulting
radiative forcing is small. The global and annual mean
radiative forcing due to aircraft NO, emissions is only
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+0.02 Wm™2, compared to their estimate of 0.1 Wm2
from surface sources; the aircraft effect is greatest in
northern mid-latitudes, reaching +0.08 Wm2 in summer.
One effect of these ozone increases is to increase the
model’s tropospheric OH concentrations; the subsequent
decrease in methane lifetimes (and hence concentration) is
found to offset the positive forcings by about 30%.

2.4.2 Tropospheric Aerosols

Acrosols can directly influence the radiation budget by
scattering/absorption (this is referred to as the “direct”
aerosol effect); they can also influence it by altering the
structure and radiative properties of clouds (the “indirect”
aerosol effect).

There is a large uncertainty range particularly for the
radiative forcing due to the effect of aerosols on cloud
properties. As also emphasised in IPCC (1994), the aerosol
radiative forcing is spatially very inhomogeneous so that a
direct comparison of the global mean forcing with the
forcing due to other mechanisms might not give a complete
picture. Nevertheless, the global mean value remains a
useful single-parameter method of comparing different
aerosol forcing estimates.

It should also be recognised that aerosol forcing
estimates tend to be “partial derivatives”: i.e., the forcing
that would result from that aerosol component alone.
Because of interactions between different aerosol
components, the radiative properties of multi-component
aerosols are not necessarily the same as the sum of the
individual components (as will be discussed for soot
aerosols in Section 2.4.2.2); the same consideration applies
to the effect of aerosols on cloud properties.

A number of authors have reported a long-term decline
in solar radiation reaching the surface at some locations
using routine observations of global solar radiation since
the 1950s (e.g., Liepert ez al., 1994; Stanhill and Moreshet,
1994; Li et al., 1995). There are several potential factors
that could cause such a change. These include the increased
scattering from aerosols and changes in water vapour and
cloud amounts. Thus the decline may be a direct indication
of aerosol forcing but it may also be an indication of water
vapour and/or cloud feedbacks as a consequence of recent
climate change. Such observations may, nevertheless,
provide useful additional information with which to
constrain model estimates in the future.

2.4.2.1 Direct forcing due to sulphate aerosols resulting
Sfrom fossil fuel emissions and smelting

A number of new estimates of the direct radiative forcing

due to sulphate aerosols arising from fossil fuel burning
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and smelting have become available. As discussed in
Section 2.3, the estimates of the direct forcing due to
sulphate acrosols can differ because of significant
differences in the source strength or representation of
chemistry in the models used to construct sulphate aerosol
climatologies. The Langner and Rodhe (1991) climatology
derived using the MOGUNTIA model is available for a
“standard” case and a so-called “slow oxidation” case in
which the oxidation of SO, in clouds is reduced. The slow-
oxidation case yields sulphate burdens in better agreement
with more detailed models (see Section 2.3.2); the sulphate
burden in the standard case is 40% higher for the present
day. The newer Pham er al. (1995) climatology has a
burden 45% higher than the Langner and Rodhe slow-
oxidation case, due to a combination of faster oxidation
and higher source strengths.

Kiehl and Rodhe (1995) have computed the direct
radiative forcing due to sulphate aerosol using the Pham ez
al. (1995) climatology. They obtained a global and annual
mean forcing of —0.66 Wm™2. During July the magnitude
of the aerosol forcing was a maximum at —11 Wm™2 in
central Europe and —7.2 Wm2 over Eastern China. These
values are sufficient to make the sulphate plus greenhouse
gas forcing since pre-industrial times substantially negative
in these regions.

Boucher and Anderson (1995) examined the dependence
of the radiative forcing on the size and chemical form of the
sulphate aerosol, including the humidity dependence. For
reasonable changes in these parameters they find a variation
in the global mean forcing of only *20%. They emphasise
that the effect of changing size and composition of aerosols
must be included self-consistently in all parameters that
affect the radiative forcing calculation, as there is a tendency
for the different effects to compensate. Kiehl and Briegleb
(1993) had earlier shown a similar result for variations in
particle size only. Boucher and Anderson’s study
incorporates the Langner and Rodhe (1991) “standard”
sulphate climatology. into the Laboratoire de Météorologie
Dynamique du CNRS (LMD) GCM. Sulphate optical
properties incorporate laboratory measurements of humidity-
dependent sulphate particle growth. They compute a “base
case” global mean radiative forcing of —0.29 Wm™2, which
is similar to the estimate of Kiehl and Briegleb (1993) but
implies a 21% lower forcing per unit mass of sulphate, since
Kiehl and Briegleb use the “slow oxidation” sulphate
climatology. This difference is primarily due to the
incorporation by Boucher and Anderson of the dependence
of the asymmetry factor on humidity.

Chuang ef al. (1994) have coupled a tropospheric
chemistry model to the Livermore/NCAR Community
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Climate Model (CCM1) to estimate the sulphate forcing for
both direct scattering by the aerosols and the effect of the
sulphate on cloud droplet effective radii. They obtain a
global mean forcing of —0.92 Wm™2 and attribute —0.45
Wm2 of this to the direct effect. This direct forcing is
significantly smaller than the earlier direct radiative forcing
estimate of —0.9 Wm™2 by the same group (Taylor and
Penner, 1994). Most of this difference is due to the use of a
humidity-dependent scattering coefficient in Chuang et al.
(1994); Taylor and Penner (1994) had previously shown
that use of such a humidity dependence led to a global
mean forcing of —0.6 Wm™2, The remainder of the
difference is attributed to the overprediction of sulphate
concentrations in Europe in Taylor and Penner (1994).

Haywood and Shine (1995) modified the simple
radiation model used by Charlson er al. (1991) by
incorporating a geographically and seasonally varying
surface albedo; they used the aerosol optical properties
appropriate for 0.7 pm (instead of 0.55 pm), which
Blanchet (1982) showed gave irradiances in reasonable
agreement with more rigorous multi-spectral calculations.
They compared the clear sky forcing using two sulphate
data sets — the “slow-oxidation” case of Langner and
Rodhe (1991) and the Penner ez al. (1994) sets. Both sets
yielded a global mean forcing of about —0.33 Wm™2
although there was a marked difference in the seasonal
variation of this forcing, with the Penner e al. set giving
the more marked variation.

Direct forcing due to the scattering by aerosols in cloudy
skies is generally smaller than in clear skies. Chuang er al.
(1994) attribute about 25% of the direct forcing to cloudy
regions. Boucher and Anderson (1995) get 22% and report
that Kiehl and Briegleb’s (1993) results give an estimated
40%. All of these values appear to have been obtained
using a simplified global mean analysis and indicate the
need for a more detailed calculation of the clear and cloudy
sky contributions. The contribution of the cloudy sky
forcing is ignored in simpler models such as Charlson et al.
(1991) and Haywood and Shine (1995).

If the Langner and Rodhe (1991) source strengths and
slow oxidation case are used, there appears to be some
convergence in estimates of the direct effect of sulphate
aerosols on the basis of the above estimates; this indicates
that the uncertainties in radiative transfer calculations are
likely to be less than the uncertainties in the column burden
of sulphate aerosols. A central value of —0.4 Wm™2, with a
factor of 2 uncertainty is suggested (i.e., a range from —0.2
to —0.8 Wm™?); in IPCC (1994) the range was given as
-0.25to —0.9 Wm™2. Although this is a small change, we
believe it is justified, as the upper limit (—0.9 Wm™2) was
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based on the Taylor and Penner (1994) estimate which, as
discussed above, has been revised.

2.4.2.2 Soot aerosols

Much of the work on aerosol radiative forcing to date has
concentrated on the role of sulphate aerosols. However,
soot aerosols absorb radiation at solar wavelengths, so
increases in the amount of soot may result in a positive
radiative forcing. The quantitative understanding of the
effects of soot on radiative forcing is still poor. Size-
segregated climatologies of the distribution of soot are not
currently available (see Section 2.3.2). Uncertainties in the
size-dependent optical properties of soot particles pose a
major complication in assessing the radiative forcing.

In the atmosphere, soot may be mixed with other
components (Ogren, 1982), such as the non-absorbing
sulphates, and the manner of the mixing has a significant
bearing on the optical characteristics of the composite
aerosol. Conceptual models of aerosol mixtures have been
proposed, ranging from external mixtures (where the
sulphate and soot aerosols are separate entities) to internal
mixtures (e.g., concentric spheres with soot as the core or
the shell of an aerosol (Ackerman and Toon, 1981)). In
general, calculations demonstrate that when an absorber is
internally mixed with a scattering particle the degree of
absorption by the composite particle can be enhanced
considerably (e.g., Heintzenberg, 1978; Ackerman and
Toon, 1981). Thus, the quantitative aspects concerning the
amount of radiation scattered and absorbed, besides being
governed by the amount of the absorbing substance, also
depend on the nature of the mixture and the optical mixing
rules. Soot particles are often non-spherical, further adding
to the uncertainty in their radiative properties (Chylek er
al., 1981). A recent theoretical development (Chylek et al.,
1995) has focused on developing general solutions for the
radiative effect of soot present in sulphate aerosols; this
study suggests that for high soot/sulphate mass ratios, a
composite particle can cause a considerable reduction in
the negative radiative forcing due to sulphate aerosol only.

Haywood and Shine (1995) have explored the possible
effects of soot from fossil fuel sources on the clear-sky
radiation budget using a simple radiation model (see
Section 2.4.2.1). They generate soot distributions by
making the simple assumption that it is a fixed mass
fraction of the sulphate aerosol distributions given by
Langner and Rodhe (1991) and Penner et al. (1994); thus,
they neglect the effects of differences in the sources and
life cycles of soot and sulphate which may lead to
significantly different spatial distributions. The global
mean forcing ranged from +0.03 Wm™ for a soot/sulphate
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mass ratio of 0.05 vsing an external mixture to +0.24
Wm~2 for a soot/sulphate mass ratio of 0.1 using an
internal mixture; these can be compared with their
calculated sulphate only forcing of —0.33 Wm™2. Since the
effect of soot is highest over high albedo surfaces, its
impact was greatest in the Northern Hemisphere; the ratio
of Northern to Southern Hemisphere forcing was reduced
from about 4 for sulphate only to 1.3 for the soot/sulphate
mass ratio of 0.1 and an internal mixture.

Much work needs to be done to explore the validity of
the assumptions made in this study and to extend it to
cloudy regions. There are two distinct ways that clouds
affect the soot forcing. First, soot placed above clouds with
high albedos is able to cause a greater positive forcing than
the same amount of soot over a low albedo surface.
Second, if soot exists as an internal mixture with cloud
liquid water, this could enhance the absorption
considerably (see e.g., Danielson et al., 1969; Chylek et al.,
1984; Chylek and Hallett, 1992). Sulphate aerosols lead to
less solar radiation being absorbed by the Earth/atmosphere
system as a whole and by the surface; soot aerosols
increase the absorption by the system but decrease that
reaching the surface. Therefore, the overall climate effect
may differ from that with sulphate aerosols. It is clear that
components of aerosol other than sulphate (including
organics and soot) need to be considered if the total effects
of aerosols are to be established.

Although it is very preliminary, we adopt an estimate for
the global mean forcing due to soot aerosols of
approximately +0.1 Wm™2 since pre-industrial times, with
an uncertainty of at least a factor of 3.

2.4.2.3 Other aerosol types and sources

The forcing estimates described above are mainly for
aerosols produced from fossil fuel burning and smelting.
Biomass burning is a source of aerosols with potential for
significant radiative forcing. We are unaware of any
significant developments in this area and retain the IPCC
(1994) estimate for the global mean radiative forcing since
1850 of —0.2 Wm™2 with a factor of 3 uncertainty. This
uncertainty has been underlined by the work of Chylek and
Wong (1995) who have shown the direct radiative forcing
to be dependent on the aerosol size distribution.

As discussed in Section 2.3.2, Tegen and Fung (1995)
have estimated the visible optical depth of mineral dust
from land surfaces as a result of human activity. To
evaluate the resultant radiative forcing will require account
of the modulating effects of cloud and the dependence of
the forcing on the albedo of the underlying surface. Robock
and Graf (1994) have also drawn attention to the fact that
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in the pre-industrial period this, and other effects related to
land surface modification, might have contributed a
significant forcing.

2.4.2.4 Effect of aerosols on cloud properties

The effects of aerosols on changing the radiative properties
of clouds were discussed in IPCC (1994). Two effects were
identified: the effect on cloud albedo due to decreases in
the droplet effective radius and the consequent effect of
this decrease on cloud liquid water content and possibly
cloud cover. The difficulties in quantifying the indirect
effect of aerosols were stressed (see also the review by
Schwartz and Slingo (1996)). As discussed in Section
2.3.4, there has been no significant increase in our
understanding of the indirect effect since IPCC (1994). The
purpose of this section is to report on recent estimates of
the indirect radiative forcing due to aerosols; modelling
studies continue to use simplified relationships between
aerosol concentrations and droplet sizes. Thus, the
similarity in the results from different groups need not
imply added confidence in the estimates.

Boucher and Lohmann (1995) have used two GCMs
(LMD and ECHAM) to estimate the indirect effect of
anthropogenic sulphate aerosols on cloud albedo, by
relating sulphate aerosol loading to cloud droplet number
concentration. The sulphate aerosol distribution is derived
using the MOGUNTIA model, as used by Langner and
Rodhe (1991), and uses the standard oxidation rate. A
range of different assumptions was made on the sulphate
cloud droplet number concentration relationship: the global
mean results fell in the range —0.5 to —1.5 Wm™2, with a
Northern Hemisphere — Southern Hemisphere ratio of
between 2 and 4; the smaller ratios are from the ECHAM
GCM. The methods used in this study are similar to those
of Jones et al. (1994) reported in IPCC (1994); they
obtained a global mean forcing of —1.3 Wm~2 with a
North/South ratio of 1.6.

Chuang et al. (1994) (see Section 2.4.2.1) included a
simplified representation of the effect of sulphate aerosol
on cloud properties in their GCM study. They attributed
—0.47 Wm™2 of their model derived forcing to the effect of
sulphate on cloud albedo. ‘

A different approach has been pursued by Boucher
(1995) who used the low cloud droplet effective radii
derived from satellite measurements by Han et al. (1994).
Han et al. (1994) found that the mean droplet radius in the
Northern Hemisphere was 11 mm, which was 0.7 mm
lower than in the Southern Hemisphere. Boucher attributed
this difference to anthropogenic aerosol production and
computed a forcing of between —0.6 and —1.0 Wm™
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averaged between 0 and 50°N. Boucher acknowledges the
many simplifications inherent in this analysis; for example,
other studies (such as Jones et al., 1994) have derived a
significant Southern Hemisphere forcing because the
cleaner clouds there are more susceptible to changes in
aerosol amounts. The method also assumes the
interhemispheric differences are solely related to human
activity. Boucher’s values can be interpreted as the
difference in anthropogenic forcing between the
hemispheres. An estimate of the global mean forcing can
then be made by applying the ratio of the forcing between
the two hemispheres derived in the GCM studies and by
assuming that Boucher’s value for 0 to 50°N is
representative of the entire Northern Hemisphere. Using an
interhemispheric ratio of 3 together with Boucher’s values
yields a global mean forcing of between —0.6 and —1.0
Wm~2; lower interhemispheric ratios would yield more
negative global mean forcings.

Pincus and Baker (1994) have explored the possible
effect of changes in droplet size on cloud thickness due to
the suppression of precipitation. They use a simple model
of the marine boundary layer. They find that the effect of
precipitation suppression on cloud albedo can make the
radiative forcing due to droplet effective radii changes
alone more negative by between 50 and 200%. The
applicability of such a model on larger scales is unclear but
the conclusions reinforce those of the Boucher et al. (1995)
GCM study.

These studies continue to indicate that the effect of
aerosols on cloud droplet effective radius may be
substantial although it remains very uncertain. We retain
the range of 0 to —1.5 Wm™2 suggested in IPCC (1994).
Our quantitative understanding is so limited at present that
no mid-range estimate is given.

2.4.3 Stratospheric Aerosols
The volcanic eruption of Mt. Pinatubo in 1991 initiated a
major global scale radiative forcing. The forcing was
transient in nature reaching its most negative global mean
value (=3 to —4 Wm™2) in early 1992 (Hansen et al., 1992;
updated by Hansen et al., 1995). Since that time, the
stratospheric aerosol optical depths have declined and
latest observations (e.g., Jiger et al., 1995) indicate that the
negative radiative forcing associated with Pinatubo
aerosols has largely been removed. McCormick er al.
(1995) and Hansen et al. (1995) have presented reviews of
the atmospheric effects, including the radiative forcing, of
the Pinatubo eruption. The climatic consequences of
Pinatubo aerosols are discussed in Chapter 3.

Robock and Free (1995) use ice core acidity and
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sulphate records to deduce a new index of volcanic activity
since 1850; they use 8 high latitude Northern Hemisphere
cores, 5 high latitude Southern Hemisphere cores and 1
tropical core in their analysis. They compare their results
with previous volcanic indices, including those of
Khmelevtsov et al. (1996) and Sato et al. (1993). There is a
general agreement between the records. In particular, even
though there may have been no cumulative century scale
trends in volcanic aerosol loading, there have been
significant shorter time-scale variations in loading. Figure
2.15 shows estimates of the variation of the visible optical
depth from Sato er al. (1993) and Robock and Free (1995).
The associated radiative forcing is shown for the Sato et al.
(1993) data (using the simple parametrization that the
forcing in Wm™ is —30 times the visible optical depth (see
Lacis et al. (1992)). The forcing is not shown for the
Robock and Free (1995) data as these are more
representative of high latitudes and give added weight to
the influence of high latitude eruptions; they are, therefore,
less representative of global mean conditions. The period
from about 1850 to 1920 was characterised by frequent
eruptions of possible climatic significance; 1920 to 1960
was a period of reduced aerosol loading; and since 1960
the aerosol loading has on average again been higher. The
decadal mean radiative forcings due to volcanic aerosols in
the stratosphere may have varied by as much as 1.5 Wm™
since 1850; hence such a variation can be large compared
to the decadal-scale variation in any other known forcing.

These studies continue to support the conclusion that
volcanic activity may be important in explaining some of
the interdecadal variation in surface temperature during the
instrumental record.

Changes in cirrus cloud properties as a result of the
incursion of stratospheric aerosols into the upper
troposphere are a possible source of additional radiative
forcing., as mentioned in IPCC (1994) (see also Section
2.3.4). Sassen et al. (1995) and Wang et al. (1995) have
provided further case-study evidence of cirrus modification
by this mechanism. The extent of the effect, and even the
sign of the resulting radiative forcing, remain unclear.

2.4.4 Solar Variability

IPCC (1994) reviewed direct observations of solar
variability since 1978, presented correlative and theoretical
studies of possible solar-climate connections, and
described methods used to infer possible solar changes
prior to the period of direct observations. Evidence
suggests that the solar output was significantly lower
during the Maunder Minimum (mainly in the 17th
century), while recent observations and theoretical
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Figure 2.15: (a) Variation of global mean visible optical depth, and the consequent radiative forcing (Wm?) result'ing from
stratospheric aerosols of volcanic origin from 1850 to 1993, as estimated by Sato et al. (1993). The radiative forcing has been estimated
using the simple relationship given in Lacis et al. (1992) where the radiative forcing is ~30 times the visible optical depth. (b) Variation
of visible optical depth from the ice core volcanic index of Robock and Free (1995) for 1850 to 1985. The Robock and Free (1995)
index has been normalised so that their Northern Hemisphere mean agrees with the Sato et al. Northern Hemisphere optical depth for
the mid- 1880 Krakatau peak. Since Robock and Free’s analysis is largely based on high latitude measurements, it is not likely to be

representative of the global mean.

calculations imply that the radiative forcing due to changes
in the Sun’s output over the past century has been
considerably smaller than anthropogenic forcing.
Estimates of the distant past and future role of solar
variability for global radiative forcing are based upon
observations and models of solar physics. For a concise
review of solar proéesses and predictive models, see NRC
(1994); solar-climate relationships have also been reviewed
in Nesme-Ribes (1994). Empirical parametrizations have
been developed to relate solar output fluctuations due to
dark sunspots and bright faculae to indices such as the solar
He I 1083 nm line (see, e.g., Lean et al., 1992; Foukal,
1994a), while others have also considered possible changes
in the solar diameter and rotation rate (e.g., Nesme-Ribes et

al., 1993) and comparisons of the behaviour of our Sun to
other stars (Lockwood et al., 1992). It is important to
consider the age (Radick, 1994) and physical properties
(e.g., photospheric magnetic structures) of such
comparison stars and their relationship to the contemporary
sun (Foukal, 1994b).

A recent paper by Zhang et al. (1994) helps to bracket
the range of variability observed in sun-like stars and hence
the likely past and future variability of our Sun. They noted
that empirical models based upon sunspots and faculae do
not account for all irradiance variations observed over an
activity cycle (see also NRC (1994)) and base their
correlation on an observed relationship between brightness
and excess chromospheric emission, using the Ca IT H and
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K (396.8 nm and 393.3 nm) flux as the index. Using 33 w2, The radiative forcing since 1850 is likely to be no

sun-like stars, they estimate to 95% confidence that the more than 50% of that since the Maunder Minimum (see
solar brightness increase between the Maunder Minimum  ypcc 1994). This study thus provides support for the
and the decade of the 1980s was likely to be 0.4 + 0.2%.

The lower limit of 0.2% (equivalent to a radiative forcing
of 0.48 Wm™2) agrees with the estimates of Lean er al.
(1992) and Hoyt and Schatten (1993), while the upper range
of 0.6% is in reasonable agreement with Nesme-Ribes er
al. (1993) and corresponds to a radiative forcing of 1.4

conclusions reached in IPCC (1994) that solar variations of
the past century are highly likely to have been considerably
smaller than the anthropogenic radiative forcings and
expands that conclusion to show that the variations in solar
output over the coming century are unlikely to exceed
those observed since the Maunder Minimum.
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Figure 2.16: Estimates of the globally and annually averaged anthropogenic radiative forcing (in Wm2) due to changes in
concentrations of greenhouse gases and aerosols from pre-industrial times to the present day and to natural changes in solar output from
1850 to the present day. The height of the rectangular bar indicates a mid-range estimate of the forcing whilst the error bars show an
estimate of the uncertainty range, based largely on the spread of published values; our subjective confidence that the actual forcing lies
within this error bar is indicated by the “confidence level”. The contributions of individual gases to the direct greenhouse forcing is
indicated on the first bar. The indirect greenhouse forcings associated with the depletion of stratospheric ozone and the increased
concentration of tropospheric ozone are shown in the second and third bar respectively. The direct contributions of individual
tropospheric aerosol components are grouped into the next set of three bars. The indirect aerosol effect, arising from the induced change
in cloud properties, is shown next; our quantitative understanding of this process is very limited at present and hence no bar
representing a mid-range estimate is shown. The final bar shows the estimate of the changes in radiative forcing due to variations in
solar output. The forcing associated with stratospheric aerosols resulting from volcanic eruptions is not shown, as it is very variable
over this time period; Figure 2.15 shows estimates of this variation. Note that there are substantial differences in the geographical
distribution of the forcing due to the well-mixed greenhouse gases (CO,, N,0, CH, and the halocarbons) and that due to ozone and
aerosols, which could lead to significant differences in their respective global and regional climate responses (see Chapter 6). For this
reason, the negative radiative forcing due to aerosols should not necessarily be regarded as an offset against the greenhouse gas forcing.
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2.4.5 Summary

Figure 2.16 shows our best estimates of the global mean
radiative forcing due to a number of mechanisms since pre-
industrial times. As was emphasised in IPCC (1994), the
global mean forcing must be used with caution. In
particular, the offset between positive and negative
contributions to the global mean forcing does not take into
account the fact that the regional distributions of the
radiative forcing due, for example, to greenhouse gases and
sulphate aerosols, are quite different. Thus even if, by
coincidence, the global mean forcing were to be zero, due to
a fortuitous cancellation between global mean forcings of
opposite signs, this must not be taken to imply the absence
of regional or possibly even global scale climate change.

It was also stressed in Section 4.7.1 of IPCC (1994) that
different forcing mechanisms have different levels of
confidence associated with them. The forcing due to the
well-mixed greenhouse gases (CO,, CH,, N,O and the
CFCs) have the highest confidence, as they are based on
well-characterised observations of the changes in gas
concentration since pre-industrial times. On the other hand,
estimates of the changes in concentrations of tropospheric
ozone and tropospheric aerosols rely largely on model
estimates which still have significant uncertainties. In
Figure 2.16 the error bar indicates an estimate of the
uncertainty range, based largely on the spread in the
available literature; our subjective confidence that the
actual forcing lies within this error bar is indicated by the
“confidence level”.

Our estimates of the contributions to radiative forcing
since pre-industrial times due to changes in the well-mixed
greenhouse gases are unchanged from those given in IPCC
(1994) (i.e., a total of 2.45 Wm™); this remains the best
determined radiative forcing. The estimates of the radiative
forcing due to changes in ozone have also remained
unchanged; these are 0.2 to 0.6 Wm™ for tropospheric
ozone and —0.1 Wm™2 (with a factor of 2 uncertainty) for
stratospheric ozone. The most significant issue to be raised
in work since IPCC (1994) concerns the consequences of
stratospheric ozone depletion; the increased penetration of
ultraviolet radiation into the troposphere may have a
significant impact on tropospheric chemistry and a number
of constituents of climatic relevance; as estimates of these
effects are so preliminary, the IPCC (1994) forcing due to
stratospheric ozone change, and the associated confidence
level, are unaltered.

There has been a slight reduction in the uncertainty
associated with our estimate of the range of the direct
radiative forcing due to sulphate aerosols; the forcing is
now estimated to be —0.4 Wm2, with a factor of two
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uncertainty. In Figure 2.16, the contributions of different
aerosol types to the direct aerosol forcing have been
separated for clarity, although, due to interaction between
them, the total direct aerosol forcing may not be the sum of
the individual components. The contribution of soot
aerosols is given as +0.1 Wm~? with an uncertainty range
of at least a factor of 3, although our confidence in this
value is very low. The contribution of biomass burning
remains at the IPCC (1994) value, with a central value of
—0.2 Wm™2 with a factor of 3 uncertainty. Thus the total
direct aerosol forcing is estimated to be —0.5 Wm™= with a
factor of 2 uncertainty.

The quantification of the effect of aerosols on cloud
properties remains difficult. Although there have been
further studies of the effect of aerosols on cloud properties
(the indirect effect) the estimated range of 0 to —1.5 Wm™
proposed in IPCC (1994) has not been changed. Since our
quantitative understanding of this process is so limited at
present, no mid-range estimate is given.

The estimate for the forcing due to changes in solar
output since 1850 remains unchanged from the IPCC
(1994) value of +0.1 to +0.5 Wm™2. The available
evidence indicates that natural variations in the radiative
forcing, due to volcanic eruptions and changes in solar
output, may have been important in determining some of
the decadal scale variations in global climate over the past
150 years. Nevertheless, the cumulative radiative forcing
due to human activity remains large compared to these and,
on this evidence, this radiative forcing would be expected
to have played a more significant role in determining the
long-term trends in climate over the past 150 years.

It was noted in IPCC (1994) that changes in surface
albedo could, potentially’, contribute to radiative forcing;
because of the problems discussed in IPCC (1994), it is
still not possible to produce a reliable quantification of the
contribution.

2.5 Trace Gas Radiative Forcing Indices

2.5.1 Introduction

Policymakers may need a means of estimating the relative
radiative effects of various greenhouse gases. Chapter 5 of
IPCC (1994) discussed in detail the current state of
knowledge of trace gas radiative forcing indices used for
this purpose. The definition and general limitations of a
simple index were reviewed in Section 5.1 of that report.
The choice of CO, as the reference molecule for
calculations of the relative Global Warming Potential
(GWP) and the resulting sensitivity of GWPs to incomplete
knowledge of the response time of CO, were the subjects
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of Section 5.2.1. The sensitivities of GWPs to possible
changes in the future composition of the Earth’s
atmosphere (Section 5.2.2.1) and future water vapour and
clouds (Section 5.2.2.2) were shown to be of order 20%.
GWPs representing the direct radiative forcing of 38
chemical species were given, including hydro-
fluorocarbons, hydrochlorofluorocarbons, chlorofluoro-
carbons, perfluorocarbons, N,O and CH, (Section 5.2.4).
The need to consider indirect effects on GWPs was also
discussed (Section 5.2.5), and the indirect effects on the
methane GWP were specifically estimated (Section
5.2.5.2). A typical uncertainty of these GWPs is =35%
relative to the CO, reference. The product of GWP and
estimated current emissions for primary greenhouse gases
(one approximate measure of the commitment to future
radiative forcing from contemporary emissions) was
presented for selected gases (Section 5.2.6). Choices of
time horizon and the use of GWPs in policy formation
were also considered.

In the short time since IPCC (1994) there have been a
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limited number of new scientific studies that expand upon
knowledge of GWPs and their uncertainties; it is our goal
to summarise briefly these new findings here. They pertain
to three specific subjects:

(i) net GWPs for ozone-depleting gases. In IPCC
(1994), only the direct GWPs for ozone-depleting
gases (i.e., “warming” or positive radiative forcing)
were presented. This current update describes an
estimate of the ner (i.e., direct “warming” and
indirect “cooling” or negative radiative forcing)
GWPs and uncertainties for ozone-depleting gases.

(ii) updated or new GWPs for a number of key species
due to improved or new estimates of atmospheric
lifetimes (Section 2.2) or relative radiative forcing
per unit mass (Section 2.4). Three new gases have
been added to the suite of GWP estimates presented
below and the GWPs of several others have been
improved.

Table 2.8: Net GWPs per unit mass emission for halocarbons including indirect effects for time horizons from 1990

(adapted from Daniel et al., 1995).

Time Horizon = 2010
(i.e., after 20 years)

Time Horizon = 2090
(i.e., after 100 years)

Uncertainty in o Uncertainty in Direct Uncertainty in o Uncertainty in Direct
cooling cooling

compound min max min max min max min max

CFC-11 2100 2900 1200 2900 4900 1300 1700 540 2100 3800
CFC-12 6400 6800 6000 6800 7800 6600 6800 6200 7100 8100
CEC-113 3300 3700 2800 3800 4900 3100 3300 2600 3600 4800
HCFC-22 3600 3700 3500 3700 4000 1300 1300 1300 1400 1500
HCFC-142b 3700 3800 3600 3800 4100 1600 1700 1600 1700 1800
H-1301 —97600 —22700 —31400 —14100 6100 —85400 —22400 -—30700 —14100 5400
HCFC-141b 920 1200 660 1200 1800 270 350 170 370 600
CH,Cl, =710 —420  —1000 —400 300 —220 —140 —320 -130 100
CcCl, —1500 —-550  —2600 =500 1900 —1500 —-1100  —2400 —650 1400
HCFC-123 120 170 60 170 300 30 50 20 50 90
HCFC-124 1300 1400 1300 1400 1500 410 420 390 430 470

The CO, function from the Bern model was used for the decay function (slightly revised from IPCC (1994 ) as discussed in Section 2.1)

and future concentrations of CO, were assumed to be constant. Lifetimes for HCFCs and CH,Cl, are revised based upon new

information on CH,Cl, calibration discussed in detail in Section 2.2. The effects of the uncertainties in the relative efficiency of
bromine versus chlorine (a ) in ozone loss and in the magnitude of the ozone cooling are shown separately (see text). Direct GWPs

are shown for comparison.
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(ii1) expanded understanding of the difficulties in
calculating GWPs for some chemicals. A number of
new studies have explored some of the scientific
challenges related to the chemical production of
tropospheric ozone, which is a key factor in estimates
of GWPs that include indirect effects for several
trace gases. These challenges are briefly reviewed
here regarding their implications for the calculation
of reliable GWPs.

2.5.2 Net GWPs for Ozone-Depleting Gases
Chlorofluorocarbons (CFCs) and halons effectively absorb
infrared radiation, thereby contributing to the positive
radiative forcing induced by greenhouse gases. However,
their role in depleting stratospheric ozone also leads to a
negative radiative forcing, particularly for ozone losses
near the tropopause (Lacis et al., 1990; Ramaswamy et al.,
1992). Ramaswamy et al. (1992) concluded that the
globally averaged decrease in radiative forcing due to
stratospheric ozone depletion including both infrared and
solar effects represents an indirect effect that
approximately balanced the globally averaged incredse in
direct radiative forcing due to halocarbons during the
decade of the 1980s. Therefore, the net GWPs for ozone-
depleting gases should consider both direct and indirect
terms, together with their inherent uncertainties.

Daniel er al. (1995) estimated the indirect effects of
ozone depletion upon the GWPs for halocarbons. They
assumed that the indirect and direct radiative effects of
halocarbons can be compared to one another in a globally
averaged sense, an assumption that is being tested with
two- and three-dimensional models (see Chapter 8 of
WMO/UNEP, 1995; Chapter 4 of IPCC, 1994; Section 2.4
of this report; Molnar et al., 1994). Daniel et al. (1995)
combined estimates of the negative radiative forcing due to
ozone depletion for the 1980s with an evaluation of past
and future ozone loss contributions for each halocarbon.
They assumed that the indirect negative forcing for each
halocarbon depends linearly upon its contribution to
stratospheric active chlorine or bromine release and
examined the net radiative forcing that can be attributed to
each gas. The resulting net GWPs are, of course, smaller
than the earlier values consisting of the direct (positive)
component alone (e.g., IPCC, 1994). However, a primary
conclusion of their study was that some gases, such as the
CFCs, are likely still to be a net positive forcing agent,
while for compounds such as the halons and CH,Br, the
situation is reversed. This is due to the enhanced chemical
effectiveness of brominated compounds compared to
chlorinated species for ozone loss (see Chapter 13 of
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WMO/UNEP, 1995). Carbon tetrachloride (CCl,) and
methyl chloroform (CH3CC13), while not as effective as the
bromocarbons for ozone destruction, contain several
chlorine atoms per molecule and release them readily in the
stratosphere, making them relatively effective ozone
destroyers (and hence “cooling agents™) as well.

Insofar as significant ozone loss likely occurs only for
stratospheric active chlorine levels above a certain
threshold, the total negative radiative forcing caused by
any halocarbon depends upon the abundances of others and
cannot be specified independent of past abundances and
future scenarios (see Daniel ez al., 1995). This implies that
GWPs for halocarbons based upon the indirect effects
estimated for injection of an infinitesimally small amount
of added gas cannot be used to calculate directly the total
radiative impact of the true amount of that gas in the
Earth’s atmosphere; this limitation is similar to that for
methane discussed in IPCC (1994). Further, the net GWPs
for ozone depletors refer to an explicit period from a
chosen start date (e.g., the present) to the end of the time
horizon.

Daniel et al. (1995) considered the following
uncertainties in deriving the net GWPs for halocarbons: (i)
likely variations in the scenario for future concentrations of
ozone-depleting gases (from WMO/UNEP, 1995), (ii)
uncertainties in the globally averaged relative efficiency of
bromine for ozone loss as compared to chlorine (a,
assumed to lie between 40 and 200), and (iii) uncertainties
in the magnitude of the cooling in the lower stratosphere
due to uncertainties in the ozone loss profile (estimated by
Schwarzkopf and Ramaswamy (1993) to.be about +30%).
They found that the GWPs were not very sensitive to the
adopted range of possible scenarios- for future
concentrations of halocarbons nor to the exact values of the
threshold assumed. However, the GWPs for bromocarbons
were found to be extremely sensitive to the chosen value of
a, while those for CFCs were quite sensitive to the adopted
uncertainty in the negative radiative forcing in the 1980s.
Table 2.8 shows the uncertainty range for net halocarbon
GWPs over 20- and 100-year time horizons from these
sensitivity studies and compares them to GWPs for the
direct effect only (adapted from Daniel ez al. (1995) for the
CO, denominator used here; see Section 2.1).

In addition to the indirect GWP component introduced
by the ozone loss itself, there are other recognised indirect
effects that may be associated with halocarbon GWPs. In
the past year, several authors have noted that the impact of
changing UV radiation due to ozone depletion upon OH
and hence tropospheric chemistry could play a role in
determining the total radiative cooling effect of ozone loss
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Table 2.9: Global Warming Potential (mass basis) referenced to the updated decay response for the adopted carbon cycle
model (see Section 2.1) and future CO, atmospheric concentrations held constant at current levels. Typical uncertainties

are about +35%.
Species Chemical Lifetime and Global Warming Potential
formula reference (Time Horizon)
20 years 100 years 500 years
Co, Co, Bern model, 1 1 1
revised

HFC-23 CHF, 264 (a) 9100 11,700 9800
HFC-32 CH,F, 5.6 (a) 2100 650 200
HFC-41 CH,F 3.7 (a) 490 150 45
HFC-43-10mee CsH,F, 17.1 (a) 3000 1,300 400
HFC-125 C,HF 32.6 () 4600 2,800 920
HFC-134 C,H,F, 10.6 (a) 2900 1,000 310
HEC-134a CH,FCF, 14.6 () 3400 1,300 420
HFC-152a C,H,F, 1.5 (a) 460 140 42
HFC-143 C,H,F, 3.8(a) 1000 300 94
HFC-143a C,H,F, 48.3 (a) 5000 3800 1400
HFC-227ea C;HF, 36.5 (a) 4300 2900 950
HFC-236fa C,H,F 209 (a) 5100 6300 4700
HFC-245ca C,H,F, 6.6 () 1800 560 170
Chloroform CHCI, 0.51 (a) 14 4 1
Methylene chloride CH,Cl, 0.46 (a) 31 9 3
Sulphur hexafluoride SF, 3200 (b) 16300 23900 34900
Perfluoromethane CF, 50000 (b) 4400 6500 10000
Perfluoroethane C,Fy 10000 (b) 6200 9200 14000
Perfluoropropane C,Fg 2600 (b) 4800 7000 10100
Perfluorobutane C,Fo 2600 (b) 4800 7000 10100
Perfluoropentane CiF), 4100 (b) 5100 7500 11000
Perfluorohexane C4F 4 3200 (b) 5000 7400 10700
Perfluorocyclobutane c-C,Fq 3200 (b) 6000 8700 12700
Methane** CH, 12.243 (a) 56 21 6.5
Nitrous oxide N,O 120 (¢) 280 310 170
Trifluoroiodomethane CF,I <0.005 (¢) <3 <1 <1

**The GWP for methane includes indirect effects of tropospheric ozone production and stratosphetic water vapour production, as in

IPCC (1994). The updated adjustment time for methane is taken from the discussion in Section 2.2 of this report,

(a) Based upon the revised CH,Cl, lifetime from Prinn et al. (1995b) and updated chemical kinetic data where appropriate from
JPL(1994), see Section 2.2 and Table 2.2. Also includes updated information relating to radiative forcing per molecule from

Section 2.4 based upon Pinnock et al. (1995), where appropriate.

(b) See Section 2.4 and Roehl et al. (1995) for discussion of radiative forcing per molecule for these gases. Lifetimes as in IPCC

(1994).
(¢) Asin IPCC (1994).
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(see, e.g., Bekki er al., 1994 and Toumi et al., 1994) and
hence would be a factor in the magnitude of halocarbon
GWPs. The magnitudes of the negative radiative forcing
associated with these newly identified mechanisms are
currently considered quite uncertain (particularly that
related to the OH role in indirect aerosol formation, see
Section 2.4 of this report and Rodhe and Crutzen (1995)).
Enhanced negative radiative forcing would also be
associated with the large changes in ozone inferred from
some satellite measurements near the tropical tropopause
(see Chapter 1 of WMO/UNEP, 1995). These currently ill-
quantified processes were not considered by Daniel ef al.
(1995) and are not included here. All of them would act to
decrease the net halocarbon GWPs if they prove to be
significant.

If improved understanding shows that the ozone
depletion-related negative radiative forcing is larger than
currently estimated, it would tend to reduce the GWPs for
all ozone-depleting gases. However, this would not change
the general conclusions regarding relative GWPs of ozone-
depletors as indicated in Table 2.8. For example, if the
magnitude of negative radiative forcing associated with
ozone loss were to prove to be larger by a factor of two
(see Toumi et al., 1994), it would imply that the net GWPs
for halons would become even more negative, that for
CFC-11 would be close to zero, and that for CFC-12 would
be reduced, but would still be positive. On the other hand,
some studies suggest that the direct radiative forcings per
molecule of halocarbons may be about 20% larger than
current estimates (see Pinnock er al., 1995). If the direct
radiative forcings per molecule of halocarbons have indeed
been underestimated by this amount, the net GWPs for
halocarbons would increase. In no case would the increase
in GWP exceed the increase in direct forcing, but would be
considerably smaller for those gases (such as halons) with
large negative contributions. The uncertainties in positive
radiative forcing contributions are presently thought to be
smaller than those relating to negative radiative forcing
described above. The numbers presented in Table 2.8
should be considered illustrative of the relative values of
GWPs among ozone-depleting gases, but their absolute
magnitudes are presently subject to considerable
gquantitative uncertainties (at least +50%). Current
scientific evidence suggests that they are unlikely to be
very much more positive than the values indicated, but
could be more negative.

2.5.3 Updated GWPs For Other Gases
As was the practice in IPCC-(1994), the same relative
radiative forcings per unit mass are used for both the
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radiative forcing estimates of Section 2.4 and the GWPs
presented here; they are summarised in Table 2.7 (Section
2.4.1.1). Note that overlapping absorptions are included
(see Section 2.4 and IPCC, 1994). Sensitivities to possible
future changes in CO,, water vapour and clouds were
shown to be of order £20% in IPCC (1994). Since IPCC
(1994), the molecular parameters for CF4, C,F,, CBFS,
C,F,o CsF |y, and C(F,, were reported in a consistent
study by Roehl et al. (1995) and are considered the most
appropriate to use now. In addition, Pinnock et al. (1995)
presented a detailed and consistent laboratory and radiative
transfer study of the radiative forcing per unit mass of a
number of hydrofluorocarbons (HFCs). Improved radiative
forcings per unit mass for HFC-32 and HFC-236fa are
available from that work, and the forcing for HFC-41 was
presented for the first time. Table 2.9 presents the resulting
updates and additions.

The indirect contributions to the methane GWP due to
tropospheric ozone and stratospheric water vapour
production are included here, and the best estimate of the
contributions to the total methane GWP from those sources
remain the same as in IPCC (1994). The decay response for
CO, has also been re-evaluated to refine the representation
of the carbon cycle in Section 2.1. As in IPCC (1994), the
decay response of the Bern carbon cycle model is used here
for GWP calculations. Lifetimes are taken from Section 2.2
(Table 2.2) and include updated kinetic rate Constants as
well as lifetimes for methyl chloroform and related gases
based on the study of Prinn et al. (1995b).

2.5.4 Recent Studies Relating to the Challenges in
Calculating GWPs for Some Chemical Species

GWPs are simple, globally averaged indices with many
limitations, as emphasised in Chapters 2 and 5 of IPCC
(1994). As noted, key factors in GWP calculations include
atmospheric lifetimes and distributions, as well as radiative
properties. For a gas whose chemical lifetime is shorter
than the time-scale for mixing in the troposphere (order of
months within a hemisphere and a year globally), the
distribution (and in turn, the chemical lifetime) can be
strongly sensitive to local sources, sinks and transport.
Current models are limited in their ability to reproduce
faithfully the global transport and chemistry of short-lived
gases in the troposphere, in part because of difficulties in
representing physical and chemical processes occurring on
relatively small spatial scales compared to the model
resolution. These processes include the vertical transport
due to deep convection (as shown by the 2?2Rn model
intercomparison described in Chapter 2 of IPCC (1994))
and boundary layer chemistry and transport. Accurate
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representation of precipitation and liquid phase chemistry
associated with clouds and rain also represent major
challenges for two- and three-dimensional global models.
In addition, aerosol optical effects on radiative forcing are
spatially variable, insofar as they depend upon factors such
as surface albedo. Due to these and other limitations (see
Section 2.3 and Chapter 3 of IPCC (1994)), GWPs for the
short-lived sulphur gases that are thought to contribute to
negative radiative forcing through aerosol formation cannot
be estimated with confidence at present and therefore were
included neither in IPCC (1994) nor are they in this
assessment.

Several anthropogenic gases are believed to contribute to
the chemical production of tropospheric ozone which is
central in the calculation of many of the indirect
components of GWPs. Tropospheric ozone is a radiatively
important gas (particularly in the upper troposphere), and
there is evidence that its abundance has increased
significantly in the past century in many locations because
of human activities (see IPCC, 1994; Derwent, 1994).
Emissions of nitrogen oxides (NO,), non-methane
hydrocarbons, carbon monoxide and methane are believed
to play prominent roles in such trends. It would be highly
desirable to determine the indirect GWPs associated with
ozone production for these gases. However, with the
important exception of methane, all of these compounds
have very short atmospheric lifetimes of days or months,
making confidence in model calculations of their spatial
distributions and source/sink relationships considerably
lower than those for long-lived gases (IPCC, 1994). The
chemical production of tropospheric ozone and oxidative
properties of the atmosphere are strongly sensitive to the
NO, abundance and emission rates; some authors have
discussed these chemical non-linearities in detail (see e.g.,
Liu et al., 1987; Sillman et al., 1990; Thompson, 1992;
Kleinman, 1994). The impact of emissions of short-lived
gases upon the radiative forcing due to tropospheric ozone
changes depends upon factors including the location of the
emission and model-calculated OH and NO, distributions,
which in turn depend upon the uncertain convection,
boundary layer, and chemical processes discussed above.,

A number of recent studies have examined the
sensitivity of tropospheric ozone production to emissions
of short-lived gases using a range of models of varying
resolution and illustrate the challenge of calculating GWPs
for such gases. We briefly review their findings here.
Thompson et al. (1994) examined the regional budget of
carbon monoxide over the central USA and its role in
ozone production using a detailed high-resolution model
including deep convection based upon direct cloud
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observations. They concluded that deep convection over
the central USA acts as a “chimney” for transport of carbon
monoxide and other ozone precursors to the free
troposphere and they estimated a gross production of ozone
in the free troposphere of about 1 Gmol/day due to carbon
monoxide transport and subsequent chemistry. Jacob et al.
(1993a,b) used a continental-scale photochemical model
including a subgrid nested scheme to arrive at a similar
value of 1.2 Gmol/day (see the discussion of Jacob e al. in
Thompson et al., 1994). Jacob et al. (1993b) also found
that direct export of ozone produced at low altitudes by
pollution in the USA accounted for about 4.3 Gmol/day
while NO_ export led to about 4.0 Gmol/day of free
tropospheric ozone increase. All of these processes could
contribute significantly to the hemispheric ozone budget as
evidenced by comparison with the cross-tropopause
transport of ozone over the entire Northern Hemisphere in
summer of about 18-28 Gmol/day estimated by Jacob et al.
(1993b). The studies of Jacob et al. (1993a,b) and
Thompson et al. (1994) taken together underline the
importance of convection and suggest that models with
sufficient resolution and representation of physical
processes may be able to predict key elements of
tropospheric chemistry. Studies of other regions such as
Europe and Asia (e.g., Berntsen et al., 1996) show similar
results. However, these model studies are constrained only
by limited observations, and liquid phase chemistry in
clouds is also important for some gases, (e.g., Lelieveld
and Crutzen, 1994). Hence their uncertainties remain large.

Sensitivity studies show some of the non-linearities
involved in ozone formation. Jacob et al. (1993b) found
that reducing NO, emissions by 50% from 1985 levels
would reduce rural ozone concentrations over the eastern
USA by about 15%, while reducing hydrocarbon emissions
by 50% would have less than a 4% effect except in the
largest urban plumes. Strand and Hov (1994) presented a
global two-dimensional chemistry transport model that
includes a parameterized treatment of convection (Strand
and Hov, 1993). These authors found that a global 50%
reduction in anthropogenic nitrogen oxide emissions led to
about twice as large a reduction in ozone production as the
same reduction in emissions of anthropogenic volatile
organic compounds. While the findings of Strand and Hov
(1994) are qualitatively similar to those reported by Jacob
et al. (1993b), the differences between them directly
illustrate the difficulty of quantitative estimation of global
GWPs for such gases.

In contrast, the much longer lifetime of methane (in
excess of several years) leads to a nearly well-mixed global
tropospheric distribution and a lesser dependence of its
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GWP upon these factors. Further, much of the chemical
destruction of methane occurs in relatively clean regions in
the tropics, improving confidence in the calculation of the
methane adjustment time and ozone effects as compared to
more short-lived gases (Chapter 2 of IPCC, 1994).
Accordingly, the indirect GWP for methane was deemed
estimatable in IPCC (1994), but not those for much shorter
lived gases.
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SUMMARY

Has the climate warmed?

The estimate of warming since the late 19th century
has not significantly changed since the estimates in
IPCC (1990) and IPCC (1992), although the data
have been reanalysed, and more data are now
available. Global surface temperatures have
increased by about 0.3 to 0.6°C since the late-19th
century, and by about 0.2 to 0.3°C over the last 40
years (the period with most credible data). The
warming has not been globally uniform. Some areas
have cooled. The recent warming has been greatest
over the continents between 40° and 70°N.

The general, but not global, tendency to reduced
diurnal temperature range over land, at least since the
middle of the 20th century, noted in IPCC (1992), has
been confirmed with more data (representing more
than 40% of the global land mass). The range has
decreased in many areas because nights have warmed
more than days. Cloud cover has increased in many of
the areas with reduced diurnal temperature range.
Minimum temperature increases have been about
twice those in maximum temperatures.

Radiosonde and Microwave Sounding Unit
observations of tropospheric temperature show slight
overall cooling since 1979, whereas global surface
temperature has warmed slightly over this period.
There are statistical and physical reasons (e.g., short
record lengths; the different transient effects of
volcanic activity and El Nifio-Southern Oscillation)
for expecting different recent trends in surface and
tropospheric temperatures. After adjustment for these
transient effects, which can strongly influence trends
calculated from short periods of record, both
tropospheric and surface data show slight warming
since 1979. Longer term trends in the radiosonde
data, since the 1950s, have been similar to those in
the surface record.

Cooling of the lower stratosphere since 1979 is
shown by both Microwave Sounding Unit and
radiosonde data (as noted in IPCC, 1992), but is
larger (and probably exaggerated because of changes
in instrumentation) in the radiosonde data. The
current (1994) global stratospheric temperatures are
the coolest since the start of the instrumental record
(in both the satellite and radiosonde data).

As predicted in IPCC (1992), relatively cool surface
and tropospheric temperatures, and a relatively
warmer lower stratosphere, were observed in 1992
and 1993, following the 1991 eruption of Mt.
Pinatubo. Warmer surface and tropospheric
temperatures reappeared in 1994. Surface
temperatures for 1994, averaged globally, were in the
warmest 5% of all years since 1860.

Further work on indirect indicators of warming such
as borehole temperatures, snow cover, and glacier
recession data, confirm the IPCC (1990) and (1992)
findings that they are in substantial agreement with
the direct indicators of recent warmth. Variations in
sub-surface ocean temperatures have been consistent
with the geographical pattern of surface temperature
variations and trends.

As noted in IPCC (1992) no consistent changes can
be identified in global or hemispheric sea ice cover
since 1973 when satellite measurements began.
Northern Hemisphere sea ice extent has, however,
been generally below average in the early 1990s.

Has the climate become wetter?

There has been a small positive (1%) global trend in
precipitation over land during the 20th century,
although precipitation has been relatively low since
about 1980. Precipitation has increased over land in
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high latitudes of the Northern Hemisphere, especially
during the cold season, concomitant with temperature
increases. A step-like decrease of precipitation
occurred after the 1960s over the subtropics and
tropics from Africa to Indonesia, as temperatures in
this region increased. The various regional changes
are consistent with changes in streamflow, lake
levels, and soil moisture (where data are available
and have been analysed).

There is evidence to suggest increased precipitation
over the central equatorial Pacific Ocean, in recent
decades, with decreases to the north and south. Little
can be said about precipitation changes elsewhere
over the ocean.

Northern Hemisphere snow cover extent has been
consistently below the 21 year (1974-1994) average
since 1988. Snow-radiation feedback has amplified
spring-time warming over mid- to high latitude
Northern Hemisphere land areas.

Evaporation appears to have decreased since 1951
over much of the former Soviet Union, and possibly
also in the USA. Evaporation appears to have
increased over the tropical oceans (although not
everywhere).

The evidence still suggests an increase of
atmospheric water vapour in the tropics, at least since
1973, as noted in IPCC (1992).

In general, cloud amount has increased over the
ocean in recent decades, with increases in convective
and middle and high-level clouds. Over many land
areas, cloud increased at least up to the 1970s. IPCC
(1990) and (1992) also reported cloud increases.

Has the atmospheric/oceanic circulation changed?

The behaviour of the El Nifio-Southern Oscillation
(ENSO), which causes droughts or floods in many
parts of the world, has been unusual since the mid-
1970s and especially since 1989. Since the mid-
1970s, warm (El Nifio) episodes have been relatively
more frequent or persistent than the opposite phase
(La Nifia) of the phenomenon. Recent variations in
precipitation over the tropical Pacific and the
surrounding land areas (e.g., the relatively low
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rainfall over the subtropical land areas in the last two
decades) are related to this behaviour in the El Nifio-
Southern Oscillation, which has also affected the
pattern and magnitude of surface temperatures.

Has the climate become more variable or extreme?

The data on climate extremes and variability are
inadequate to say anything about global changes, but
in some regions, where data are available, there have
been decreases or increases in extreme weather
events and variability.

Other than the few areas with longer term trends to
lower rainfall (e.g., the Sahel), little evidence is
available of changes in drought frequency or intensity.

There have been few studies of variations in extreme
rainfall events and flood frequency. In some areas
with available data there is evidence of increases in
the intensity of extreme rainfall events, but no clear,
large-scale pattern has emerged.

There is some evidence of recent (since 1988)
increases in extreme extra-tropical cyclones over the
North Atlantic. Intense tropical cyclone activity in
the Atlantic has decreased over the past few decades
although the 1995 season was more active than
recent years. Elsewhere, changes in observing
systems and analysis methods confound the detection
of trends in the intensity or frequency of extreme
synoptic systems.

There has been a clear trend fo fewer extremely low
minimum temperatures in several widely separated
areas in recent decades. Widespread significant
changes in extreme high temperature events have not
been observed.

There have been decreases in daily temperature
variability in recent decades, in the Northern
Hemisphere mid-latitudes.

Is the 20th century warming unusual?

1

Northern Hemisphere summer temperatures in recent
decades appear to be the warmest since at least about
1400 AD, based on a variety of proxy records. The
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warming over the past century began during one of
the colder periods of the last 600 years. Data prior to
1400 are too sparse to allow the reliable estimation of
global mean temperature. However, ice core data
from several sites around the world suggest that 20th
century temperatures are at least as warm as any
century since at least about 1400, and at some sites
the 20th century appears to have been warmer than
any century for some thousands of years.

Large and rapid climatic changes affecting the
atmospheric and oceanic circulation and temperature,
and the hydrologic cycle, occurred during the last ice
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age and during the transition towards the present
Holocene period. Changes of about 5°C occurred on
time-scales of a few decades, at least in Greenland
and the North Atlantic.

Temperatures have been far less variable during the
last 10,000 years (the Holocene), relative to the
previous 100,000 years. Based on the incomplete
observational and palacoclimatic evidence available,
it seems unlikely that global mean temperatures have
increased by 1°C or more in a century at any time
during the last 10,000 years.
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3.1 Introduction

Observed climate change and variability are considered in
this chapter by addressing six commonly asked questions
related to the detection of climate change and sensitivity of
the climate to anthropogenic activity. The questions are:

Has the climate warmed?

Has the climate become wetter?

Has the atmospheric/oceanic circulation changed?

Has the climate become more variable or extreme?

Is the 20th century warming unusual?

Are the observed trends internally consistent?

The conclusions from observations depend critically on
the availability of accurate, complete, consistent series of
observations. That conclusions regarding trends cannot
always be drawn does not necessarily imply that trends are
absent. It could reflect the inadequacy of the data, or the
incomplete analysis of data. Karl er al. (1995a)
demonstrate that, for many of the climate variables
important in documenting, detecting, and attributing
climate change, the data are not at present good enough for
rigorous conclusions to be reached. This especially applies
to global trends of variables with large regional variations,
such as precipitation. The final section of this chapter
attempts to indicate our confidence in the various trends
observed in the less than complete data available.

3.2 Has the Climate Warmed?

3.2.1 Background
IPCC (1990) concluded that, on a global average, surface
air and sea temperature had risen by between 0.3°C and
0.6°C since the mid-19th century. IPCC (1992) confirmed
this. The recent warming is re-examined here, using
updated and improved data, including the diurnal
asymmetry of the warming, and the geographical and
vertical structure of the warming. Conventional
temperature observations are supplemented by indirect
evidence and by satellite-based data. ‘
Temperatures in this chapter are expressed relative to the
1961-90 averages, rather than the 1951-80 period used in
IPCC (1990) and (1992). The new reference period has
been used because it contains more sea surface temperature
data, more data from currently operating land stations, and
because it is the official reference period used by the World
Meteorological Organisation and member states. Where
series from IPCC (1992) are reproduced here they are
expressed relative to the 1961 to 1990 mean, not the 1951
to 1980 mean used in IPCC (1992).
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3.2.2 Surface Temperature

3.2.2.1 Land-surface air temperature

The land-surface air temperature data base developed by
Jones et al. (1986a,b) and Jones (1988), and used by IPCC
(1990) and IPCC (1992), has been substantially expanded
and reanalysed (Jones, 1994a). Coverage in recent decades
has benefited most from this expansion. The resulting
global anomaly time-series are very similar, on decadal
time-scales, to those in the previous (IPCC, 1990, 1992)
analyses (Figure 3.1a). The small differences in the time-
series are mainly due to the addition of a few extra
Australian stations which resulted in warmer late 19th
century temperatures, relative to the earlier time-series.
The 19th century Australian temperatures may be biased
warm relative to modern recordings, because of different
methods of exposure (Nicholls er al., 1996). Figure 3.1b
shows time-series of global land temperatures updated
from Hansen and Lebedeff (1988) and Vinnikov et al.
(1990), for comparison with the Jones (1994a) time-series.
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Figure 3.1: (a) Annual global average surface air temperature
anomalies (°C) for land areas, 1861 to 1994, relative to 1961 to
1990. Bars and solid curve from Jones (1994a); dashed curve
from Jones (1988). The smoothed curves were created using a 21-
point binomial filter. (b) As (a) but updated from Hansen and
Lebedeff (1988) — dashed line; Vinnikov et al. (1990) — thin line.
Thick solid line is from Jones (1994a), as in (a).
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IPCC (1992) cited results of Jones et al. (1990) which
indicated that urbanisation influences have yielded, on
average, a warming of less than 0.05°C during the 20th
century in their data over the global land. In specific
regions, however, urbanisation influences may be
significant. Portman (1993) found that the average
warming of 0.22°C between 1954 and 1983 over northern
China in the gridded data of Jones ef al. (1986a) was nearly
as large as the 0.25°C warming in this period averaged
over seven uncorrected large urban stations; Portman’s
adjustments using rural stations, however, suggested that
there was in fact a regional cooling of about 0.05°C. The
urbanisation warming trends were greatest in spring.
Differences from Jones er al. (1990) and Wang et al.
(1990), who found a smaller or no urbanisation warming
trend in eastern China, may have resulted from the
different, though overlapping, region covered. Hulme er al.
(1994) note that urbanisation cannot fully account for the
significant warming trends over eastern Asia. Christy and
Goodridge (1994) found that the five longest term
Californian stations used by Hansen and Lebedeff (1988)
all had more positive temperature trends in 1910-89 than
the median of 112 Californian stations. Moberg and
Alexandersson (1995) found evidence of urban warming
affecting apparent trends in Sweden. On the other hand,
Barros and Camilloni (1994) note that the urbanisation
effect in Buenos Aires relative to the surrounding rural
environment has decreased since the 1950s. Remote
sensing techniques hold promise for the eventual
worldwide estimation of urban temperature bias (Johnson
etal., 1994).

Concerns about a possible link between climate change
and desertification indicate the need for monitoring of arid
region temperatures. An analysis of the Jones (1994a)
gridded temperature anomalies for dryland areas of the
world (UNEP, 1992) yielded a significantly greater trend
for 1901-1993 (0.62°C) than for the land areas as a whole
(0.44°C). Trends for dry lands were greatest in Central and
North America (nearly 0.8°C) and least in South America
(a little over 0.3°C). They were also significantly greater in
the least arid subclass (nearly 0.8°C) than in the most arid
subclass (around 0.3°C). The total arid area is only about
14% of the land surface. Even if all the greater warming in
these areas was due to desertification, this would only have
contributed a few hundredths of a degree to the observed
global warming.

3.2.2.2 Sea surface temperature

A combined physical-empirical method (Folland and
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Parker, 1995) has been used to estimate improved
adjustments to ships’ sea surface temperature (SST) data
obtained up to 1941, to compensate for heat losses from
uninsulated (mainly canvas) or partly-insulated (mainly
wooden) buckets. The time-series of global SST anomalies
is very similar to that in IPCC (1992) (Figure 3.2). The
differences compared with IPCC (1992) mainly result from
an improved formulation of the heat transfers affecting
wooden buckets and an improved climatology in
the Southern Ocean. This climatology incorporates, for
1982 onwards, satellite-based data, using a Laplacian
blending technique (Reynolds, 1988) to remove overall
biases relative to the in situ data (Parker et al., 1995).
In addition, following Folland and Parker (1995),
slightly fewer wooden buckets are assumed than was
the case in IPCC (1992), and the SST data in the analysis
of Jones and Briffa (1992) are no longer incorporated.
The data used to construct the night-time marine air
temperature (NMAT) series in Figure 3.2 largely avoid
daytime heating of ships’ decks and were corrected
independently of SST from the mid-1890s onwards
(Bottomley er al., 1990; Folland and Parker, 1995). The
NMAT data confirm the trends in SST.

Many historical in situ data remain to be digitised and
incorporated into the data base, to improve coverage and
reduce the uncertainties in our estimates of marine climatic
variations. Annual hemispheric and global SST anomalies
since 1950 appear to be insensitive to the spatial averaging
technique used, to within about 0.02°C (Parker, 1994a).
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Figure 3.2: Annual global sea surface temperature anomalies
(SST, bars and solid curve) and night marine air temperature
(NMAT, dotted curve), 1861 to 1994, relative to 1961 to 1990
(°C). The smoothed curves were createéd using a 21-point
binomial filter. The dashed curve is sea s,urface temperature from
IPCC (1992), adjusted to be relative to 1961 to 1990.
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But hemispheric and global trends of SSTs calculated over
a decade or so are subject to large biases and sampling
errors owing to incomplete data coverage, especially in the
19th century and during the period of the World Wars
(Karl et al., 1994). The spatial coherence and temporal
persistence of seasonal 5° area SST anomalies have been
used to estimate the random and sampling errors of decadal
SST anomalies (Parker er al., 1994). At the beginning of
the century, the estimated combined random and sampling
standard errors were generally less than 0.1°C in those S°
areas with sufficient data to perform an analysis (about
60% of the world’s oceans).

3.2.2.3 Land and sea combined

Comparisons of island air temperatures with SSTs (e.g.,
Folland and Salinger, 1996) have demonstrated that the
two independent fields exhibit similar decadal- and
century-scale variations. Figures 3.3a to ¢ show annual
time-series of anomalies of combined land-surface air
temperature and SST for the hemispheres and globe since
1861. These series, shown as bars and solid curves, differ
slightly from those presented by IPCC (1992) which are
summarised by the dashed curves, because of the above-
mentioned improvements in both land and sea
temperatures. Thus, the new curves are typically up to
0.05°C warmer before 1900, but differences are smaller
thereafter.

In accord with IPCC (1990), global average land-surface
air temperature anomalies exceeded SSTs by around 0.1°C
in the 1920s and up to 0.2°C in recent years, but were up to
0.3°C lower in the 1880s (Figure 3.3d). Real atmospheric
circulation changes, as well as some instrumental
uncertainties, are likely to be the cause of this variation
(Parker et al., 1994).

A variety of tests (Parker er al., 1994) suggests that the
sampling uncertainty on the smoothed curves in Figure 3.3
is possibly within 0.05°C since the 1880s. However, these
findings take no account of unsampled regions so a trend
uncertainty of 0.1°C/century may be more realistic (Karl ez
al., 1994). The instrumental bias uncertainty is assessed by
Parker et al. (1994) as less than 0.1°C for land, around
0.1°C for SST, and less than 0.15°C for the combination,
since the 1880s, consistent with preliminary estimates in
IPCC (1992). In addition, an urbanisation uncertainty of
less than 0.05°C is estimated (Section 3.2.2.1). The overall
uncertainty remains about 0.15°C and leads to an estimate
of 0.3 to 0.6°C for global near-surface warming since the
late 19th century, unchanged from the estimates of IPCC
(1990, 1992).
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Figure 3.3: Combined annual land-surface air and sea surface
temperature anomalies (°C) 1861 to 1994, relative to 1961 to
1990 (bars and solid smoothed curves): (a) Northern Hemisphere;
(b) Southern Hemisphere; (c) Globe. The dashed smoothed curves
are corresponding results from IPCC (1992), adjusted to be
relative to 1961 to 1990. (d) Global land-surface air temperature
(solid line) and SST (broken line).
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Figure 3.4 shows the change of surface temperature, for
the four seasons as well as for the annual averages, from
the period 1955-1974 to the period 1975-1994. This
second period has seen unusual ENSO activity (Section
3.4.2). Note, in accord with the results in IPCC (1990) and
IPCC (1992), the recent warming over the mid-latitude
Northern Hemisphere continents in winter and spring, and
year-round cooling in the north-west North Atlantic and
mid-latitudes over the North Pacific.

Zonal mean anomalies of combined land-surface air
temperature (from Jones, 1994a) and SST (from Parker et
al., 1995), shown in Figure 3.5, confirm that the recent
warmth is greatest in mid-latitudes of the Northern
Hemisphere. This can be compared with the warm period
of the mid-20th century, where the greatest warmth was in
the higher latitudes of the Northern Hemisphere. The
recent warm period also exhibits higher temperatures in the
Southern Hemisphere. It should be noted that the
anomalies in Figure 3.5 are less reliable in data sparse
areas and periods, e.g., before 1900, during the World
Wars, and in the Southern Ocean.

Figure 3.4 shows that maximum recent warming has
been in winter over the high mid-latitudes of the Northern
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Hemisphere continents. Tropospheric data show no
statistically significant Arctic-wide temperature trends for
the 1958-86 period or during the 1950-90 period over the
Arctic Ocean (Kahl ef al., 1993a,b). Significant warming
since the 1950s along the west coast of the Antarctic
Peninsula is not representative of continental Antarctica
(Raper et al., 1984; King, 1994), where weaker warming
has been observed. However, expeditionary records (Jones,
1990) and ice temperature profiles (Nicholls and Paren,
1993) suggest 20th century warming for various parts of
Antarctica, and Jones (1995a) reported an Antarctic
warming trend from 1957 to 1994, although temperatures
were low in 1993 and 1994. All of this warming occurred
before the early 1970s.

3.2.2.4 Changes in the diurnal temperature range

An analysis of worldwide quality-selected station monthly
average maximum (day) and minimum (night)
temperatures (Horton, 1995) now covers about 41% of land
areas. It confirms the report of IPCC (1992) and the
findings of Karl et al. (1993a) that worldwide increases in
minimum land-surface air temperature since 1950 have
been about twice those in the maximum (Figure 3.6). -

(a) Annual
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Figure 3.4: Change in surface temperature (°C), from 1955~1974 to 1975-1994: (a) annual; (b) December to February; (c) March to
May; (d) June to August; (e) September to November. Sea surface temperatures are from Parker ef al. (1995) and land-surface air

temperatures are from Jones (1994a).
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Figure 3.5: Zonal mean combined land-surface air and sea surface
temperature anomalies (°C), 1881 to 1994, relative to 1961 to
1990. Values are 10-year running means. Data are updates of
Parker et al. (1995) for SST and Jones (1994a) for land.

Additional areas with decreasing diurnal temperature range
(DTR) have been identified (e.g., Jones, 1995b). The
decrease of the DTR in several areas has been most
pronounced in the Northern Hemisphere autumn (Karl ez
al., 1993a; Kukla and Karl, 1993; Horton, 1995). The
observed decreases in the DTR have been found to relate to
increases of cloud cover (Plantico et al., 1990; Henderson-
Sellers, 1992; Dessens and Biicher, 1995; Jones, 1995b;
Kaas and Frich, 1995; Plummer ef al., 1995; Salinger et al.,
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1995b). The decrease of the DTR has mostly but pey
always been due to the faster rise of the night temperatureg
The general increases in minimum (overnight) temperatyge
occurred in rural areas as well as cities, and could ngy
therefore simply reflect an increasing urban heat islapg
effect. In the south-western part of the former Sovie
Union, DTR has decreased because of depressed daily
maxima (Razuvaev et al., 1995).

Some coastal and island areas (Horton, 1995; Salinger ¢;
al., 1993, 1995b), India (Rupa Kumar ez al., 1994), anqd
alpine stations (Weber et al., 1994) have shown no long-
term decrease in annual average DTR. No systematic
changes of minima or maxima and no general warming has
been observed in the Arctic over the last 50 years or s
(Kahl et al., 1993a,b; Michaels et al., 1995; Ye et al,
1995), though regions with reduced DTR in recent decades
do include Alaska and central Siberia (Figure 3.6).

3.2.3 Tropospheric and Lower Stratospheric
Temperatures

Climate monitoring has focused on measurements at the
Earth’s surface; only in the past few decades has the
atmosphere above the surface been regularly measured.
Regular upper-air measurements by balloon ascents in
scattered locations began in the 1940s and observations
from satellites generally only began in the 1970s.
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Figure 3.6: Diurnal temperature range 1981 to 1990 relative to 1951 to 1980 (°C).



Observed Climate Variability and Change

3.2.3.1 Data reliability

JPCC (1992) presented radiosonde data since 1964,
whereas here data from 1958 are presented. There are
doubts, however, about the earlier data. Although the
radiosonde coverage was adequate from 1958 in the
Northern Hemisphere, it has only been adequate in the
Southern Hemisphere since 1964. “Global” values from
radiosondes from before 1964 are, therefore, somewhat
suspect, because of the reduced geographical coverage.

Compilations for monitoring long-term. changes of
temperature aloft using radiosondes have been made by
Angell (1988 and updates) and by Oort and Liu (1993).
However, the sensors which measure temperature and
humidity in radiosondes have undergone many changes in the
past 40 years, and these changes have had significant effects
on estimates of long-term trends (Gaffen, 1994; Parker and
Cox, 1995). Humidity is important both on its own account
(Section 3.3.7) and because it affects air density, which is
often used as a surrogate for temperature. Elliott ef al. (1994)
calculate that spurious “drying” of the mid-troposphere (850-
300 hPa) due to improved radiosonde sensors has led to a
spurious cooling since 1958 of 0.05 to 0.1°C/decade. This
spurious cooling is primarily related to sensor changes in the
1970s. An additional aspect of uncertainty is related to the
non-uniform geographic distribution of stations since vast
areas over the oceans, particularly in the Southern
Hemisphere, are not monitored at all (Trenberth and Olson
1991), and coverage has declined over the oceans and parts of
the tropics (Parker and Cox, 1995).

While information on changes in radiosonde sensors is
rarely complete, Gaffen (1994) reported on the effects of
documented changes in the temperature sensors and found
that at least 43% of the stations used by Angell have clear
heterogeneities. Oort and Liu’s data will also have been
affected. The net effect of these heterogeneities was to
impose a spurious cooling trend (in addition to that from
the humidity sensors noted above) on the time-series since
1958. The magnitude of the tropospheric impact appears to
be small. However, the lower stratospheric time-series was
found to have been significantly affected, particularly in
the tropics and Southern Hemisphere, so as to bias the
trend calculation to be cooler than actual. In addition
Parker and Cox (1995) suggest that early radiosonde
balloons were more likely to burst in cold conditions,
biasing the incomplete data towards warmth, and giving a
spurious cooling trend in the lower stratosphere as balloons
were strengthened. Angell’s global lower-stratospheric

INOAA 11 and NOAA 12 are USA weather satellites,
launched in September 1988 and May 1991 respectively.
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radiosonde time-series cooled since 1979 at about
0.6°C/decade relative to global satellite (Microwave
Sounding Units (MSUs) on polar orbiting satellites) data.
The relative cooling is less if only MSU data collocated
with the radiosondes (rather than global MSU data) are
used in the comparison, and trends in the Oort and Liu data
(using more stations than Angell, but available only up to
1989) are more similar to those in the MSU, so the greater
cooling in Angell’s data appears to be due to
undersampling of the global atmosphere (Christy, 1995), as
well as to radiosonde inhomogeneities.

The MSU data, available since 1979, have exhibited
high precision and global coverage for the temperature of
deep layers in the troposphere and stratosphere (Spencer
and Christy, 1992b, 1993). Biases because of water vapour
and cloud changes have been shown to be minimal
(Spencer et al., 1990), although some uncertainty remains
(Prabhakara et al., 1995). In addition, Spencer and Christy
(1992a,b; 1993), Christy and Drouilhet (1994), and Christy
and Goodridge (1995) used comparisons between satellites
and with radiosondes to show that instrumental drift was
insignificant until late 1991.

There has, however, been a spurious warming of
0.04°C/yr in NOAA 11! tropospheric data since 1990,
owing to a drift in orbit times. An estimate of this bias,
along with biases affecting the dynamic range of NOAA 12
MSU temperatures, has been removed from results shown
here (Christy er al., 1995).

3.2.3.2 Tropospheric trends

Figure 3.7a shows time-series of tropospheric temperature
anomalies calculated from MSU data and radiosondes, and
the global surface temperature for comparison. The global
MSU tropospheric trend from 1979 to May 1995 was
—0.06°C/decade, and that for the seasonal radiosonde data
for the same period was —0.07°C/decade. However, if the
transient effects of volcanoes and the El Nifio-Southern
Oscillation (which can bias trends calculated from short
periods of data) are removed from the various time-series,
positive trends become evident (e.g., 0.09°C/decade for
MSU), in closer accord with surface data (Christy and
McNider, 1994). Jones (1994b) calculated residual global
trends (after removal of volcanic and ENSO transients) for
the 1979-93 period of 0.09°C/decade from MSU data,
0.10°C from 850-300 hPa radiosonde temperature updated
from Angell (1988), and 0.17°C from combined land-
surface air temperature and SST data. The differences
between these trends were about half the differences
between trends in the raw data (i.e., without the removal of
the transient El Nifio-Southern Oscillation and volcanic
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a) Seasonal anomalies of tropospheric temperature
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Figure 3.7: (a) Seasonal global temperature anomalies (°C), relative to 1979-1994 average, for the 850-300 hPa layer from radiosondes
(Angell, 1988 and updates, light solid line) and for the troposphere from MSU 2R (Spencer and Christy, 1992b and updates, heavy solid line).
Dashed line (inset) is MSU 2R minus radiosondes. Surface temperatures (shaded line) have been added for comparison with the tropospheric
temperatures. (b) As in (a), but for the 100-50 hPa layer from radiosondes (Angell, 1988 and updates, light solid line) and for the lower
stratosphere from MSU 4 (Spencer and Christy, 1993 and updates, heavy solid line). Dashed line (inset) is MSU 4 minus radiosonde.

(Note: MSU 2R and MSU 4 are channels of the MSU instrument designed to sample the lower troposphere and stratosphere respectively.)

effects). So, apparent differences between surface and
tropospheric trends for 1979-1993 appear to be partly a
result of the greater influence of volcanic eruptions and
ENSO on tropospheric temperatures. Hansen et al. (1995)
also demonstrate that natural variability can account for
some of the apparent differences between surface and
lower tropospheric data.

For the longer period 1958 to 1993, Jones (1994b)
found that the unadjusted and adjusted global trends
from radiosonde and surface data were all between
0.08°C and 0.11°C/decade, reflecting the fact that
longer-term trends are less likely to be biased by
transient volcanic and ENSO influences. The unadjusted
radiosonde trend to May 1995 was 0.09°C/decade. The
similarity of the trends since the late 1950s in the
tropospheric and surface temperatures is evident in
Figure 3.7a.

3.2.3.3 Lower stratospheric trends

Lower stratospheric temperatures (17-22 km or 100-50 hPa)
have demonstrated marked changes over the past few
decades (Figure 3.7b). Sudden warmings were caused by
infrared-absorbing aerosols from volcanoes (Nyamuragira
1981 with El Chichon 1982, and Mt. Pinatubo 1991). From
1979 through May 1995, the MSU global trend was
~0.34°C/decade. The greater cooling in the radiosonde data
is at least partly due to changes in the radiosondes and
undersampling of the global atmosphere, for the reasons
outlined in Section 3.2.3.1.'A similar rate of cooling
(-0.36°C/decade) has probably occurred since 1964, based
on radiosonde data (Christy, 1995). Labitzke and van Loon
(1994) examined daily historical analyses of the Northern
Hemisphere lower stratosphere and concluded that the
cooling was greatest at a height of 18-20 km at all latitudes
in summer, and in the polar regions also in early winter.
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Lower stratospheric trends are discussed in more detail in
IPCC (1994) and the 1994 Ozone Assessment (WMO,
1994). The current (1994) global stratospheric temperatures
are the coolest since the start of the instrumental record in
both the satellite and radiosonde data.

3.2.4 Subsurface Ocean Temperatures

The deep ocean has a much lower noise level of
temperature variability than at the surface, and hence long-
term changes are more readily identified. Recent studies
(e.g., Bindoff and Church, 1992; Bindoff and McDougall,
1994) have demonstrated that changes in water mass
properties (salinity/temperature relationships) are even
easier to detect.

Studies are beginning to indicate large-scale and
coherent changes in subsurface conditions that appear to be
related to changes, at the surface, in the formation regions
of the relevant water masses. These lead to large, coherent
regions of overlying layers of warming and cooling in the
water column. The geographical variations in recent
surface temperature changes (Figure 3.4) are linked to the
subsurface changes. The surface changes can mix and
advect downward with a strong component moving along
surfaces of constant density.

In the Southern Hemisphere, Salinger er al. (1995b)
report a basin-wide, depth-averaged warming of 0.3°C
between 100 m and 800 m over the entire width of the
Indian Ocean at 30°S over the past 20 years. Below this
there was a depth-averaged cooling of up to 0.1°C. Bindoff
and Church (1992) found warming in the upper 800 m at
43°S in the south-west Pacific between 1967 and 1989.
Bindoff and McDougall (1994) inferred that the change
between 300 m and 700 m resulted from warming at the
surface where the water masses were formed during
contact with the atmosphere. It appears that the upper
ocean warming of these two basins is a reflection of the
surface warming at the surface at latitudes of 40-50°S. The
cooling at greater depth in the Indian Ocean appears to be a
reflection of surface cooling at higher latitudes where there
is poor surface coverage.

Recent transocean sections in the North Pacific are also
beginning to reveal changes in subsurface temperatures
reflecting surface temperature changes. Off California (a
region of surface warming), subsurface temperatures have
increased uniformly by 0.8°C in the upper 100 m in the
past 42 years, and have risen significantly down to 300 m.
Cooling of the surface of the central and western North
Pacific is seen to depths of several hundred metres
(Antonov, 1993).

In the North Atlantic, warming has occurred at 24°N in the

149

subtropical gyre, with warming of up to 0.15°C between 800
m and 2500 m between 1957 and 1981 (Roemmich and
Wunsch, 1984). A similar warming ensued between 1981 and
1992 (Parrilla et al., 1994). The overall warming between
1957 and 1992 was very uniform across the Atlantic,
averaging just over 0.3°C at 1100 m. Warming of 0.2°C has
been observed since the late 1950s in the subtropical gyre at
1750 m near Bermuda (Levitus ef al., 1995).

Strong cooling at the surface of the subpolar North
Atlantic connects with the subsurface ocean in the Labrador
Sea, where a 0.9°C cooling of Labrador Sea Water has
occurred between 1970 and 1995. This water mass is
currently colder, fresher, and larger than ever before
recorded, in observations extending back to the 1930s (Read
and Gould, 1992; Lazier, 1995; Rhines and Lazier, 1995).

These subsurface variations are consistent with
circulation and surface temperature variations.

3.2.5 Indirect Measures

A variety of indirect measures can provide supporting
evidence of changes and variations in temperature. In
general, however, these measures are affected by other
factors as well as temperature, so care needs to be taken in
determining the extent to which they provide supporting
evidence of changes deduced from direct measurements of
temperature.

3.2.5.1 Retreat of glaciers

Mountain glaciers provide integrated climatic evidence
which is complementary to instrumental meteorological
measurements (Haeberli, 1995). Measurements of glacier
length extend back to the 19th century in many regions,
and even to 1600 AD in Europe. Length reduction of
mountain glaciers provides easily detectable evidence from
cold regions that fast and worldwide climatic change has
taken place over the past century (Haeberli ef al., 1989).
The factors affecting glaciers, and a description of
observed changes over the past century, are discussed in
Chapter 7. The 20th century glacier retreat is consistent
with a warming in alpine regions of 0.6-1.0°C (Schwitter
and Raymond, 1993; Oerlemans, 1994).

3.2.5.2 Borehole temperatures

Underground temperatures, from boreholes in otherwise
undisturbed locations, have been used to derive ground
surface temperature (GST) histories which are found to be
in accord with instrumental or proxy surface air
temperature data. Low-frequency surface temperature
variations occurring in the past 300 years can be detected
in a borehole over 600 metres deep.
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Warming has been observed in most boreholes in New
England (Pollack and Chapman, 1993) and Canada
(Beltrami and Mareschal, 1992; Wang er al., 1992; Wang
et al., 1994), and the increase in GST suggested for the last
century is very similar to the observed change in regional
air temperatures during the same period (e.g., Beltrami and
Mareschal, 1991). In temperate western North America (up
to 62°N in the Yukon), however, the GST has remained
relatively constant over the last century (e.g., Lewis and
Wang, 1993) even though most glaciers have retreated.
Further north, GSTs have increased over the last century on
the Alaskan north slope (Judge ez al., 1983; Lachenbruch
and Marshall, 1986) and in Canada’s north-eastern Arctic
Islands (Taylor, 1991), and there has been a retreat of the
permafrost (Kwong and Gan, 1994). There are indications
of increasing GSTs in the northern USA prairies (Gosnold
et al., 1992) and the Canadian prairies (Majorowicz, 1993).
Cermak et al. (1992) have reported climatic warming in
Cuba of 2-3°C over the last 200-300 years. Some borehole
sites have indicated no recent change or cooling, e.g.. in
Utah (Chapman et al., 1992). Deming (1995) assessed all
the North American studies and concluded that all averages
inferred from groups of boreholes revealed warming
(ranging between 0.3 and 4.0°C) since the 19th century.
The warming appears to have started in the middle of the
16th century in the eastern half of North America, whereas
the warming in the west appears to have started near the
beginning of the 20th century or even later.

In France, Mareschal and Vasseur (1992) made independent
analyses of two boreholes and derived similar GST histories
with peak warmth around 1000 AD, cooling to a minimum at
1700 AD, and warming starting at 1800 AD (see Section
3.6.2). Borehole temperatures also indicate increasing GST
over the last century or two in Australia (Hyndman er al.,
1969) and the Ukrainian Shield (Diment, 1965), but an
influence of deforestation was suspected. Where no ice was
present in western Siberia, analyses indicate the most recent
warming started 400 years ago in the south, and much earlier in
the north (Duchkov and Devyatkin, 1992). Borehole
measurements in New Zealand (Whiteford, 1993; Whiteford et
al., 1994) indicate cooling to a minimum around 1800 AD,
followed by warming averaging 0.9°C over the past century.

Borehole temperature studies have also been conducted
on ice sheets, and, especially those in Arctic regions,
clearly show a warming since a cool period in the 1800s
(e.g., Cuffey et al., 1994),

3.2.5.3 Sea ice extent and mass
Neither hemisphere has exhibited significant trends in
seaice extent since 1973 when satellite measurements began
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Figure 3.8: Sea ice extent anomalies relative to 1973-1994 for
() the Northern Hemisphere and (b) the Southern Hemisphere.
Data from NOAA (USA). Smooth lines generated from a 128-
point binomial filter applied to the monthly anomalies. Heavy
bars represent December—February in the Northern Hemisphere
or June—-August in the Southern Hemisphere.

(Figure 3.8). There has been below average extent in the
Northern Hemisphere in the early 1990s, except for the
second half of 1992 when the atmosphere was cooler.
Coverage in the Southern Hemisphere has remained close
to average. Jones (1995a) noted that the lack of sea ice
variations around Antarctica seems unconnected to
regional temperatures. For instance, sea ice did not increase
during 1993 and 1994, despite low temperatures.

Sea ice total mass may be a more sensitive indicator of
climate change than extent alone. Limited data on Arctic
ice thickness, from wpward sonar profiling from
submarines and from moored subsurface sonar instruments,
show large interannual variability but no trends from 1979
to 1990 (McLaren et al., 1992). .

3.2.5.4 Coral bleaching
Bleaching of coral reefs may result from high temperatures
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or from other environmental stresses, e.g., pollution
episodes. IPCC (1992) found the increased incidence of
bleaching to be consistent with oceanic warming. Goreau
and Hayes (1994) have shown that coral bleaching events
since 1979 have been closely associated with warm-season
sea surface temperature anomalies of 1°C or more.
Bleaching events were, as a consequence, more prevalent
in 1983, 1987 and 1991 in association with El Nifio
warming events, and scarce in 1992 following the eruption
of Mt. Pinatubo and the subsequent cooling. Published
records of coral reef bleaching trom 1870 to the present
suggest that the scale of bleaching since 1979 has not been
observed previously (Glynn, 1993).

3.2.6 Mt. Pinatubo in the Temperature Record

Following the eruption of Mt. Pinatubo in June 1991, clear-
sky solar radiation incident at the Earth’s surface was reduced
by about 3% for several months because of aerosol scattering
(Dutton and Christy, 1992). Global tropospheric temperature
anomalies cooled until August 1992 and then warmed in an
irregular fashion (Figure 3.7a; see also Section 5.3.1.2). In the
16-year MSU lower troposphere time-series the coolest
seasonal anomalies of the entire record occurred for the
Northern Hemisphere in summer 1992 and for the Southern
Hemisphere in summer 1992-3. Temperatures have increased
since then, to levels similar to those prior to the eruption.

Seasonal series of land-surface air temperatures indicate
that the cooling in 1992, which probably resulted from the
Mt. Pinatubo eruption, was particularly marked in summer
and autumn in the Northern Hemisphere. Robock and Mao
(1995) found that this maximum cooling pattern, in the
Northern Hemisphere summer of the year after the eruption,
agrees with that after the five other largest volcanic eruptions
since 1883. The winter warming pattern over the Northern
Hemisphere continents in 1991-92 appears to be an indirect,
dynamical response to the tropical stratospheric warming
after the eruption (Graf et al., 1993).

The rapid fall of globally averaged lower stratospheric
temperature, as the aerosols dispersed, from the Mt.
Pinatubo-induced peak in September 1991 to the minimum
in late November 1993, represents a temperature change of
about 2°C in just 28 months, with a 1.5°C cooling of
seasonal averages (Figure 3.7b).

3.2.7 Possible Shift of Phase of the Annual Temperature
Cycle

An analysis of monthly mean Central England Temperatures

(CET) over the period 1659-1990 by Thomson (1995)

indicated that there has been an observable phase shift in the

mean annual cycle, implying, for example, a shift of peak
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summer temperature from about 20 July to about 25 July. In
addition, the rate of this phase shift appeared to have
increased after 1940. Thomson also found such a shift in
some, but not all, Northern Hemisphere stations with long
records. Emslie and Christy (1995), however, could not
confirm the apparent change in the phase trend in the CET.
In addition, Karl et al. (1995b) concluded that the vagaries
of weather could produce the phase shifts found by Thomson
(1995) over century-scale periods.

3.2.8 Summary of Section 3.2

Global surface temperatures have warmed by 0.3-0.6°C since
the late 19th century, with the greatest warming over the
continents between 40°N and 70°N. A general, but not global,
tendency to reduced diurnal range has been confirmed.
Minimum temperatures have, in general, increased faster than
maximum temperatures. As predicted in IPCC (1992)
relatively cool sutface and tropospheric temperatures, and a
relatively warmer lower stratosphere, were observed in 1992
and 1993, following the 1991 eruption of Mt. Pinatubo.
Warmer temperatures reappeared in 1994, with the global
surface temperature for the year being in the warmest 5% of
years since 1860, about 0.27°C higher than the 1961-90 mean.

Long-term variations in tropospheric temperatures,
measured by radiosondes, have been similar to those in the
surface record since the 1950s. More work has been done
in comparing recent radiosonde and Microwave Sounding
Unit observations of tropospheric temperature with surface
temperatures, since IPCC (1992). Radiosonde and
Microwave Sounding Unit observations of tropospheric
temperature show slight overall cooling since 1979,
whereas global surface temperature has warmed slightly
over this period. After adjustment for the transient effects
of volcanic activity and ENSO (which can bias trends
calculated from short periods of record), both tropospheric
and surface data show slight warming since 1979.

Indirect measures of temperature, such as borehole
temperatures and glacier data, are in substantial agreement
with the direct indicators of recent warmth. Sea ice extent
does not show noticeable trends over the 22 years of
available satellite data, although Northern Hemisphere sea
ice has been below average in the early 1990s. Subsurface
ocean measurements appear to be consistent with the
geographical pattern of surface temperature changes.

3.3 Has the Climate Become Wetter?

3.3.1 Background
An enhanced greenhouse effect may lead to changes in the
hydrologic cycle such as increased evaporation, drought,
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and precipitation. Unfortunately, our ability to determine
the current state of the global hydrological cycle, let alone
changes in it, is hampered by inadequate spatial coverage,
inhomogeneities in climate records, poor data quality, and
short record lengths. Nonetheless, some new aspects of
changes and variations of the hydrological cycle have
begun to emerge.

3.3.2 Precipitation

3.3.2.1 Land
IPCC (1990) concluded that precipitation over land was
generally increasing in the extra-tropical areas, with a
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tendency for rainfall declines in the subtropics. It was noted
in IPCC (1992) that precipitation over land is generally
underestimated, typically by 10 to 15%, and that progressive
improvements in instrumentation have introduced artificial,
systematic increases in estimates of precipitation,
particularly where snow is common. Nonetheless, the most
reliable and useful measurements of multi-decadal
precipitation variations are still these station data.

Figure 3.9a shows the change in precipitation from
1955-1974 10 1975-1994, expressed as a percentage of the
1955 to 1974 precipitation. The recent low rainfall in the
Sahel is evident. Longer term trends in precipitation are

Trends %
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Figure 3.9: Precipitation changes based on the mean change from two data sets: “Hulme” (Hulme 1991; Hulme ez al., 1994) and the
“Global Historical Climate Network-GHCN” (Vose er al., 1992; Eischeid et al., 1995). (a) Change in precipitation over land from
1955-1974 to 1975-1994, for 5° latitude by 5° longitude grid cells. Change expressed as percentage of 1955 to 1974 mean. (b) Trend in
precipitation over land from 1900 to 1994. Average of trends from Hulme ef a/. (1994) and Eischeid ez al. (1991) data sets. Trend
(%/decade) expressed as percentage of the 1961 to 1990 mean from Hulme and 1951 to 1980 mean from GHCN. Magnitudes of the
trends are depicted by the areas of the circles; shaded circles show increases; solid circles show decreases.
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shown in Figure 3.9b. The 20th century rise in precipitation
at high latitudes is clear, along with the decreases over the
northern tropics of Africa. These trends are supported by
regional and country studies, some of which have taken
into account time-varying biases of precipitation
measurements.

Groisman et al. (1991) evaluated information on the
history of gauges and observational procedures over the
former Soviet Union. Using this information they adjusted
the measured precipitation for changes in instrumentation.
Their adjusted data still show substantial increases of
annual precipitation (~10%/100yr). The increase has been
larger during winter than in summer. Much of the increase
has been due to increases in the first half of the 20th
century with a tendency for reduced precipitation in some
areas since the middle of the century.

In North America annual precipitation has increased
(Karl et al., 1993b; Groisman and Easterling, 1994). The
increase in the contiguous USA is most apparent after 1950
and is in large part due to increases during the autumn
(September to November). Positive trends are apparent
throughout much of northern Canada and Alaska during the
past 40 years (Groisman and Easterling, 1994). Twentieth
century station data over southern Canada and the northern
USA (45-55°N) indicate increases of precipitation of
10-15%, with increases of about 5% averaged across the
contiguous USA. Increases are more prevalent in the
eastern two-thirds of North America (Findlay et al., 1994;
Lettenmaier et al., 1994).

Precipitation changes in Europe (not including the
former Soviet Union European countries) during the past
century are latitudinally dependent. Time-varying
measurement biases have been addressed in several
countries (Hanssen-Bauer and Fgrland, 1994), where they
are likely to be most serious (Karl ef al., 1993b). Overall,
the data suggest an increase of precipitation in northern
Europe and a decrease in southern Europe during the 20th
century. In northern Europe (north of 55°N) Hanssen-
Bauer et al. (1990) and Jénsson (1994) report an increase
of precipitation since the 1960s for the Norwegian Arctic
islands and Iceland while increasing precipitation has also
been observed over the Faroe Islands (Frich, 1994).
Denmark has had similar changes (Brazdil, 1992). West of
the Scandinavian mountains increases have been reported
(Frich, 1994; Hanssen-Bauer and Fgrland, 1994), but not in
Finland (Heino, 1994). There is strong seasonality
associated with the increases as they are in large part due to
the changes during the autumn. In central Europe no
significant positive trends have been observed over the past
century (Brazdil, 1992). In southern Europe decreases tend
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to dominate (e.g., Palmieri et al., 1991; Dahlstrom, 1994),
but with some evidence for increased autumn precipitation
over the maritime portions of south-western Europe
(Mendes, 1994),

A long (1757-1992) record of areal average
precipitation over Scotland has been analysed (Smith,
1995). This data set is believed to be consistent back to at
least 1869. Annual precipitation has increased
significantly, especially since the late 1970s, although
summer rainfall has decreased. The recent increased
precipitation is the largest sustained anomaly in the record.

Time-varying precipitation biases in the tropics and
subtropics are not as severe as those in the mid- and high
latitudes where higher wind speeds, smaller droplet size,
and frozen precipitation all contribute to higher biases. The
20th century increase in precipitation in high latitudes is
not matched by increases through the continental tropical
and subtropical climates. Precipitation decreases,
especially since mid-century, dominate large regions of the
tropics and subtropics from North Africa east to Southeast
Asia and Indonesia (Figures 3.9 and 3.10). Many of these
areas with recent decreases are areas where droughts
usually accompany El Nifio episodes. So the decreases
probably reflect the influence of the recent relatively
frequent El Nifio episodes (Section 3.4.2).

Consistent continental-scale trends of precipitation are
not apparent through Central and South America. In part,
this is due to the ENSO phenomenon, the influence of
which varies across the continent. The relatively frequent
El Nifio episodes during the past few decades has led to
decadal-scale precipitation variations in some areas. For
example, precipitation has decreased over the western
slopes of Central America, where the influence of ENSO is
clearly evident, but March-May rainfall in the Parana-
Paraguay River Basin of south-central South America has
increased.

Australian and New Zealand precipitation is also heavily
influenced by ENSO, and is characterised by large inter-
annual fluctuations. There is evidence of an increase of
summer rainfall (Nicholls and Lavery, 1992) in much of
eastern Australia after the 1940s (with clusters of wet years
in the 1950s and 1970s), although the north-east has
suffered from frequent droughts in the last decade,
associated with the relatively frequent El Nifio events. The
last four decades have seen a decrease in eastern Australian
annual rainfall. There has been a long-term sustained
decrease of winter rainfall in the far south-west, which has
been linked to regional circulation changes (Allan and
Haylock, 1993; see Section 3.4.4) and perhaps exacerbated
by local changes in vegetation (Lyons et al., 1993). Many
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areas in the north and east of New Zealand have been drier
since the mid-1970s, with areas in the south and west
wetter (Salinger ef al., 1992).

One of the most complex and important precipitation
systems in the Northern Hemisphere is the Asian summer
monsoon. There has been a notable absence of very heavy
monsoon onset (May—-June) rains along the Yangtze River
Valley of China ("Chen et al., 1992) since about 1970,
although total warm season rainfall has changed little.
Indian summer monsoon rainfall reveals high interannual
and decadal variability (Sontakke et al., 1992, 1993;
Parthasarathy et al., 1992, 1994). The data indicate two wet
periods of about 30 years (~1871-1900 and 1931-60) and
two drier 30-year periods (1901-30 and 1961-90). Figure
3.10 indicates low rainfall through much of south and
south-east Asia in the last few decades. At least some of
this decrease reflects the influence of the recent
frequent/intense El Nifio episodes.

Throughout Africa marked variations in rainfall are
evident (Figures 3.9 and 3.10). Rainfall in Sahelian West
Africa from the late 1960s to 1993 was well below the
amounts received eatlier in the century, and over the last
few decades has been about half that of the wet 1950s.
Similar dry periods occurred during the historical and
recent geologic past (Nicholson, 1994a,b; see Section
3.6.2). The recent period exhibits some differences in
character from previous dry periods, namely a tendency
towards continental-scale dryness (Nicholson, 1995). In
recent years precipitation in eastern Northern Africa and
the Arabian Peninsula has returned to levels more typical
of the first-half of the century. Sahel rainfall in 1994 was
greater than in any year since the 1960s.

Concerns about a possible link between climate change
and desertification indicate the need for monitoring of arid
region precipitation. The only large arid region with a
strong trend to lower rainfall during the 20th century is
Northern Africa, where rainfall has been low over the last
few decades (Figure 3.10).

There have been several attempts to construct long-term
instrumental worldwide precipitation time-series for
hemispheric and global land areas (Bradley er al., 1987;
Diaz, et al., 1989; Eischeid et al., 1991; Hulme, 1991;
Hulme et al., 1994). Figure 3.11 shows zonal average
annual precipitation over land, in large latitudinal bands.
There has been a substantial decrease of precipitation over
the Northern Hemisphere subtropics primarily over the last
three decades. Increases have occurred in the mid- and high
latitudes. Since bias corrections have not yet been applied
to the North American data in either the Eischeid er al.
(1995) or the Hulme (1991) data sets these trends are likely
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Figure 3.11: Annual and smoothed precipitation anomalies and
smoothed temperature anomalies from 1961 to 1990 mean.
Smooth curves were created using nine-point binomial filters of
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trend (%/century) of precipitation for GHCN (based on 1951 to
1980 means) and Hulme (1961 to 1990 means), respectively.
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to be exaggerated. Based on the regional and country-wide
studies where adjustments have been made however, the
sign of the mid- to high latitude trend is not in doubt.
Precipitation trends over land in the tropics and Southern
Hemisphere are not statistically significant, although they
indicate decreased precipitation in recent years.

In summary, the best evidence available suggests there
has been a small positive (1%) global trend in precipitation
over land during the 20th century, although precipitation
has been relatively low since the late 1970s (Figure 3.11).

3.3.2.2 Ocean

Measurement of changes of precipitation over the oceans
presents extreme difficulties (JPCC, 1990, 1992). Multi-
decadal surface-based observations from gauges are limited
to very small atolls. Space-based observations, although
providing more or less continuous coverage, have several
limitations, not least of which is that measurements to
directly estimate precipitation are not available until 1979,
with the operation of the Micro-Wave Sounding Unit
(MSU) aboard NOAA polar orbiting satellites. As a result,
researchers have had to resort to the use of data such as
real-time cloud imaging, atmospheric temperature
profiling, etc. to infer changes of precipitation.

Three methods (Garcia, 1981; Arkin and Ardanuy, 1989;
Spencer, 1993) have been used to infer decadal variability
of precipitation over the oceans from space-based
instruments. These are: identifying Highly Reflective
Clouds (HRC); measuring cloud top temperatures from
Outgoing Long-wave Radiation (OLR); and the use of the
Microwave Sounding Unit (MSU). The HRC data is
limited by poor resolution of the diurnal cycle, the
subjective nature of the technique, variations from satellite
to satellite, and spatial sampling primarily confined to the
tropics and subtropics. The OLR data are limited to those
areas where precipitation is dominated by cold cloud top
temperatures, again principally the tropics and subtropics.
Additionally, they are based on observations from a
number of instruments on successive satellites, and
temporal inhomogeneities associated with satellite drift and
instrument calibrations have affected the data set.
Therefore, any estimate of precipitation change based on
the HRC and OLR data sets is embedded with internal
inthomogeneities. Being a more direct measure of rainfall,
the MSU data avoid some of the limitations of the HRC
and OLR. Nonetheless, these measurements are spatially
limited, restricted to unfrozen ocean areas, liquid
precipitation, and suffer from the low spatial resolution of
the instrument, as well as diurnal sampling inadequacies
(Negri er al., 1994).
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In IPCC (1990) evidence was presented to suggest that
the OLR data analysed by Nitta and Yamada (1989)
indicated an increase of tropical precipitation. A re-
examination of the biases inherent in these data led
Chelliah and Arkin (1992) and IPCC (1992) to conclude
that a substantial portion of the increase of precipitation
since 1974 was not climate-induced because of OLR biases
due to changes in equatorial crossing time and uncertainties
in sensor calibration (Gadgil et al., 1992). However, new
analyses by Graham (1995) using satellite data, a coarse
Tropical Pacific Ocean island data set, and model-derived
moisture flux convergence based on observed SSTs
suggest an increase of tropical Pacific precipitation
between two six-year periods before and after 1976, the
time of the commencement of a decadal-scale fluctuation
in the atmospheric circulation over the Pacific Ocean
(Trenberth and Hurrell, 1994; see Section 3.4.3). Salinger
et al. (1995a) analysed trends of precipitation from tropical
Pacific atolls and islands. Central and eastern equatorial
Pacific rainfall increased in the mid-1970s, concomitant
with the change to increased frequency of El Nifio episodes
and the observed decreased precipitation in the south-west
Pacific and in some land areas affected by ENSO (Figure
3.10).

3.3.3 Concomitant Changes of Precipitation and
Temperature

Strong low-frequency relationships exist between
temperature and land-based precipitation, on regional
space-scales. Figure 3.11 indicates that the relationship
between multi-decadal fluctuations of precipitation and
temperature is latitudinally dependent. For the mid- to high
latitudes of the Northern Hemisphere simultaneous
increases of temperature and precipitation have been
observed, but for the tropics, subtropics, and mid-latitudes
of the Southern Hemisphere warmer temperatures have
been associated with decreases of precipitation. This latter
characteristic is a dominant feature of the recent increase of
global temperature beginning in the mid-1970s.

3.3.4 Snow Cover, Snowfall, and Snow Depth

The lack of long-term homogeneous data is the major
obstacle to evaluation of decadal-scale changes in land-
surface cryospheric variables. Recent analyses however,
have made some progress toward improving our
understanding of changes in these variables.

Northern Hemisphere land-surface snow cover extent
has decreased in recent years (1988-1994) of the 21-year
period-of-record of satellite data (Robinson ef al., 1993;
Groisman et al., 1994a). The deficit of snow has been
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particularly apparent in spring (Figure 3.12). The snow
cover of summer and autumn of these recent years has also
been low, while winter snow cover exhibits less apparent
decadal changes. The annual mean extent of snow cover
has decreased by about 10% during the past 21 years over
the Northern Hemisphere. Percentage decreases have been
similar over North America and Asia (Groisman et al.,
1994b). The decrease in snow cover extent is closely
coupled to an increase in temperature (Figure 3.12). The
warming has been strong in spring over the northern land
areas (Chapman and Walsh, 1993; Parker er al., 1994).
This is also reflected in earlier lake ice melting as reported
by Skinner (1993), earlier snowmelt related floods on
rivers in west-central Canada (Burn, 1994) and California
(Dettinger and Cayan, 1995), and reduced duration of river
ice over the former Soviet Union (Ginsburg, er al. 1992;
Soldatova, 1993). Groisman et al. (1994a,b) have shown
that snow-radiation feedback can account for up to 50% of
the springtime April-May warming over the Northern
Hemisphere land areas since the early 1970s. These results
help explain why the increase of surface air temperatures
over the Northern Hemisphere land areas has been more
significant in spring than in other seasons.

While satellite remote sensing is being explored as a
source of data on snow depth water equivalent, station data
provide the only information on snowfall and snow depth
over periods longer than about two decades. Station
measurements indicate that annual snowfall has increased
over the period 1950-90 by ~20% over northern Canada
(north of 55°N) and by ~11% over Alaska (Groisman and
Easterling, 1994). Total precipitation has increased in all
these regions (Section 3.3.2.1); in southern Canada and the
northern USA however, the increase of precipitation has
been accompanied by higher ratios of liquid to solid
precipitation as the temperatures have also increased. A
small decrease of snowfall has been observed in the
45-55°N latitudinal belt. Decadal summaries of snowfall
measurements in China have been compiled by Li (1987),
who found a decrease of snowfall over China during the
1950s followed by an increase during the 1960s and 1970s.

There have been several analyses of changes in snow
depth over Europe and Asia. Snow depth responds to both
changes of precipitation and temperature. A synthesis of
20th century station snow depth measurements for the
former Soviet Union (Meshcherskaya et al., 1995)
indicates decreases (~14%) of snow depth during February
over the European portion of the former Soviet Union with
a smaller decrease over the Asian sectors of the former
Soviet Union where snow depth has actually increased
since the 1960s.
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3.3.5 Land-surface and Subsurface Water

Changes of precipitation and/or evaporation may lead to
changes in runoff or soil moisture storage. Thus changes in
streamflow, lake levels, levels of inland seas, and soil
moisture may provide information about changes in the
hydrological cycle. Data on many of these aspects of the
hydrological cycle are suspect because of human
influences, such as building of dams to regulate
streamflow, so it is important to develop an internally
consistent scenario of change.

3.3.5.1 Streamflow

Historical records of 142 rivers throughout the world with
more than 50 years of historical data and drainage areas
larger than 1000 km? were analysed for trends by Chiew
and McMahon (1993, 1995). Although statistically
significant trends and changes in means were detected at
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several locations, they were not always consistent within
regions. No clear evidence of wide-spread change in the
annual streamflow and peak discharges of rivers in the
world was found.

Analyses from a number of streamflow gauging stations
on major drainage basins across South America do not
reveal general increases or decreases of streamflow. There
are however, a number of drainage basins that depict
important decadal-scale climate variations (Marengo,
1995). Reduced streamflow beginning in the 1970s in
Colombia is consistent with similar behaviour in Pacific
Central America. The Chicama and Chira River Basins in
north-west Peru also reflect large interdecadal variations.
Streamflow of the Rio Negro at Manaus is closely related
to rainfall in north-west Amazonia (Marengo, 1992, 1995).
Consistent trends are absent from the record, although
there appears to be a recent (since 1973) minor short-term
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Figure 3,13: Variations in lake level for some major lakes across North America.
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increase of streamflow, probably related to an increase in
rainfall associated with increased convection over
Amazonia as reported by Chu ef al., (1994) who also found
little change in convective activity over areas of
deforestation in south-western Amazonia. Generally, for
South America, no clear unidirectional trend of streamflow
is evident for the records analysed to date. A strong signal
of the El Nifio-Southern Oscillation is evident in several
regions. These variations often dominate decadal-scale
variability of streamflow. The lack of an overall trend is
consistent with the precipitation variations.

In North America, the autumn increase of precipitation
in the contiguous USA is also reflected in an increase in
streamflow. Lins and Michaels (1994) found statistically
significant increases in natural streamflow during the
autumn and winter in nearly all regions of the contiguous
USA (1948-88). The most significant (statistically)
increases were generally found from the Rocky Mountains
eastward to the Atlantic.

3.3.5.2 Lake levels

Large lakes and inland seas can serve as useful indicators
of climate variability and change. With large surface areas
and limited outflow capacity, these natural reservoirs filter
out short-term variability and respond to longer term
variations in the hydrologic cycle. However, local effects
often confound the use of lake levels to monitor climate
variations.

The historically small variations of levels of the North
American Great Lakes are mainly due to natural changes in
lake levels (Magnuson ef al., 1995). The lakes have been in
a regime of high water levels since the late 1960s
culminating in record high levels in 1986 (Changnon,
1987). A major drop occurred in response to an intense
drought in 1988, but lake levels continue to remain above
the long-term mean for Lakes Michigan, Huron, and Erie.
Lake Superior has been slightly below its long-term
average since 1988 (Figure 3.13). Levels of the Great Salt
Lake in Utah are somewhat similar to those in the Great
Lakes, but the Lake has recently been regulated with the
introduction of pumps to relieve the historic peak water
levels of 1986-87. The Great Slave Lake, located in the
Northwest Territories of Canada has also continued to be at
above average levels for the past several years compared to
the relatively low levels observed during the 1940s.
Although there has been regulation on one of the rivers
flowing into the Great Slave Lake since 1968, comparison
of the water levels of the Great Slave and Great Bear Lakes
suggests it has had limited influence on annual or decadal
fluctuations.
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Figure 3.14: Annual mean sea level of the Caspian Sea as observed
(solid line) and as calculated without local anthropogenic changes
in land-use (dashed line) (updated after Shiklomanov, 1976).

The Caspian Sea is the largest closed water body in the
world. Its sea level has been measured since 1837 (Figure
3.14) and has fluctuated by nearly 4 m. Sea level was quite
stable until the 1930s when it fell 1.6 m in six years. The
level abruptly began to rise in 1977, from record low
values, perhaps the lowest values since the 14th century.
The main contribution to the rapid decrease of sea level in
the 1930s was reduced runoff into the Sea, but the most
recent increase is attributed to a combination of reduced
evaporation (Section 3.3.6.1; Figure 3.15), increases in
runoff, and an engineered blockage of sea water into the
Kara Bogaz Gol (which has since been reopened; Golitsyn
et al., 1990; Golitsyn, 1995).

Since 1965 lake levels in Northern Hemisphere Africa
have declined sharply (Grove, 1995). The early 1960s were
relatively wet, but the low Sahel/Sudan precipitation since
then (Figure 3.10) led to Lake Chad shrinking from its
highest level and extent in the 1960s to about one tenth of
the area by the 1980s. This decline was due to decreased
rainfall, and not the result of excessive extraction of water
for irrigation.

3.3.5.3 Soil moisture

There are few long-term data sets of soil moisture
measurements. One example is the so-called “water-
balance” network within the former Soviet Union, at some
places for more than 30 years (Robock er al., 1995;
Vinnikov et al., 1995). In this network, total soil moisture
measurements have been made over natural vegetation soil
using a thermostat-weighing technique (Vinnikov and
Yeserkepova, 1991). The data from the European part of
the former Soviet Union exhibit a general increase in soil
moisture from the 1970s to the 1980s, consistent with the
increase of precipitation observed over the European
portion of the former Soviet Union, and a reduction of
evaporation (Section 3.3.6.1).
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3.3.6 Evaporation

Systematic long-term measurements of surface evaporation
have been carried out over many continental areas, but few
analyses of their trends have been completed. Changes in
evaporation over the ocean have proven to be particularly
difficult to monitor, and are prone to time-varying biases.

3.3.6.1 Land

Estimates of evaporation over land have been obtained
from pan evaporimeters. Although these measurements can
neither be considered as evaporation from lakes or
reservoirs, nor as evaporation from ground, they can be
used as a composite index that characterises the annual and
seasonal water and heat balance between the water surface
of the evaporimeter and the atmosphere. Trends in such an
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evaporation index from the former Soviet Union have
recently been analysed (Golubev and Zmeikova, 1991) for
a network of 190 stations. Although some measurements
date back to the late 19th century, changes in
instrumentation, observational procedures, and data
management practices make the data inhomogeneous prior
to 1951. The analysis indicates a reduction of evaporation
since 1951 during the warm season (the freeze-free period)
over the European and Siberian (north of 55°N) portions of
the former Soviet Union (Figure 3.15), with little change in
central Asia and Kazakhstan. The rapid decrease in
evaporation in the European sector in 1976 corresponds
with the timing of the decrease in the diurnal temperature
range (Section 3.2.2.4 and Karl et al., 1993a; Peterson et
al., 1995) over the former Soviet Union. In the USA, where
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data from a network of over 300 stations are available but
have yet to be thoroughly inspected for inhomogeneities,
an overall decrease in evaporation is also observed (Figure
3.15; Peterson et al., 1995) that closely resembles the
decrease in the diurnal temperature range.

3.3.6.2 Ocean

The oceans provide a source of moisture for the
atmosphere and subsequent precipitation over land.
Estimating long-term changes of oceanic evaporation is
very difficult, and all estimates must be viewed with
considerable caution due to time varying biases in the data.
Bulk aerodynamic parametrizations are the only practical
means of comprehensively calculating evaporation over
regions as large as ocean basins and over multi-decadal
time-scales. Routine marine weather observations of wind,
temperature, and humidity, among other elements, are
available over broad sectors of the oceans for the past four
decades. These observations allow estimation of
evaporation based on the sea surface saturation specific
humidity, the specific humidity of the overlying air, and
the near-surface wind speed.

Marine weather observation procedures were not
designed to provide long-term homogeneous climate data,
and several problems exist that can obscure climate-
induced changes. Marine data show an increase of wind
speed (Cardone et al., 1990) over the four decades since
World War II, believed to be largely artificial, involving
changes from Beaufort scale sea state estimates of wind
speed to anemometer observations (Ramage, 1987).
Posmentier et al. (1989) argued an increase in wind is
inconsistent with observed trends in tropical sea level and
sea surface temperature, which in the eastern tropical
Pacific have increased rather than decreased as would be
expected under an increasing trade wind regime. The
notion of no global increase in wind speed is consistent
with the calculations of Ward (1992, 1994) who used sea
level pressure gradients to estimate changes in wind speed.
Even after removing the apparent wind bias however,
evaporation was estimated to have increased by more than
0.5 mm/day over the tropical oceans (10°S to 14°N) during
the last four decades (Flohn er al., 1992). Graham (1995)
used model calculations to suggest that increases of
evaporation should also have occurred in the tropical
Pacific, even without any increase of wind speed.

Weare (1984) and Cayan (1992) indicate that anomalous
evaporation is influenced about equally by fluctuations in
wind speed and fluctuations in vertical moisture gradients.
Furthermore, the calculations of evaporation trends over
much of the Atlantic indicate that evaporation has

161

increased both because of vertical moisture gradients and
increases in wind speed. That is, evaporation trends would
still be positive even without any change in wind speed.
Increases in evaporation are found in both winter and
summer.

Other areas of the oceans are known to exhibit multi-
decadal changes in evaporation. For example, there was a
transition from warm to cool conditions in the western and
central North Pacific associated with a cluster of winters
with deep Aleutian Lows beginning in the winter of
1976-77 (Douglas et al., 1982; Venrick et al., 1987,
Trenberth, 1990; Miller et al., 1994; Trenberth and Hurrell,
1994). Since such transitions involve a redistribution of the
paths of storms across the Pacific basin there are large-
scale changes in the wind, temperature, and humidity with
concomitant changes of evaporation. The magnitude of
these changes over the North Pacific basin is estimated to
be between 0.2 and 0.4 mm/day, with evaporation
increasing over the western North Pacific, but decreasing
over the Gulf of Alaska.

3.3.7 Water Vapour

Water vapour is the most abundant greenhouse gas and
makes the largest contribution to the natural greenhouse
effect. Half of all the moisture in the atmosphere is
between sea level and 850 hPa and less than 10% is above
500 hPa. The amount in the stratosphere is probably less
than 1% of the total. Despite the small amount of water
vapour in the stratosphere, changes there may lead to
significant changes in the radiative forcing of climate
(Oltmans and Hofmann, 1995).

Monitoring atmospheric moisture presents many
difficulties. Because the residence time of water vapour in
the atmosphere is short, about 10 days, its distribution is
horizontally, as well as vertically, heterogeneous.
Therefore observations at many places and levels are
necessary for adequate representation of climatically
important changes. Measurement problems also make
detecting trends of water vapour difficult. Most of the
information about tropospheric water vapour comes from
radiosonde measurements taken for daily weather
forecasts. Unfortunately, this instrumentation is not capable
of accurate measurements at the low temperatures and very
low moisture conditions of the upper troposphere,
stratosphere, and polar regions of the planet. Another
serious problem with radiosonde data stems from the
changes of instruments and reporting practices that have
occurred through the period of record. About a dozen
different manufacturers supply radiosondes to the world’s
weather services, some with quite different sensor designs.



162

These factors make it difficult to separate climate changes
from changes in measurement programs (Elliott and
Gaffen, 1991). Our inability to account for these
inhomogeneities limits assessments of the change in
atmospheric moisture to the last 20 years, thereby making
it difficult to distinguish between transient phenomena,
such as ENSO, and long-term change. Nevertheless, with
careful attention to these problems, some estimates of
tropospheric water vapour can be obtained.

Elliott ez al. (1995) found increases in precipitable water
from 1973 to 1993 over all of North America except
northern and eastern Canada, where it decreased slightly.
The positive trends tended to increase with decreasing
latitude, with maximum values of about 3 mm/decade. The
increases as a percentage of the annual mean also tended to
be greater at lower latitudes, approaching a maximum of
8%/decade. The regions of moisture increase were generally
also regions with rising temperatures over the same period
and the regions of moisture decrease were generally regions
with decreasing temperatures. There was a strong (but not
universal) tendency for the moisture increases to be
accompanied by increases in relative humidity.

There have been several analyses of changes in water
vapour over the tropical oceans using radiosonde data.
Hense et al. (1988) report an upward trend of moisture in
the 700-500 hPa layer in the western Pacific from 1965 to
1986, but the data prior to 1973 are not necessarily
homogeneous because of a change in instrumentation in
1973 (Elliott and Gaffen, 1991). Eiliott et al., (1991)
document a moisture increase in the equatorial Pacific from
1973-86 and Gaffen er al. (1991) using more stations also
found an increase of specific humidity on the order of 10%
from 1973 to 1986, but the scatter of data is such that this
value is only a rough estimate of the order-of-magnitude of
the change. Much of the change occurred during a
relatively brief interval, beginning about 1977 (see Section
3.4.3). An increase in tropical western Pacific moisture was
also found by Gutzler (1992) at four tropical island
stations. There were increases in humidity throughout the
troposphere with the largest increases near the surface. The
study indicates an increase in water vapour of about
6%/decade for the period 1973-1988.

Gaffen et al. (1992) computed trends of water vapour for
some 35 radiosonde stations. Most of these stations,
especially in the western tropical Pacific, showed an increase
in precipitable water during the period 1973-90. The largest
and most statistically significant trends were at tropical
stations, where increases as 1arge as 13%/decade were found.

Oltmans and Hofmann (1995) analysed stratospheric and
upper tropospheric water vapour measurements (10-26
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km) over Boulder, Colorado during the period 1981-94.
Over this short period they found positive trends of water
vapour in the stratosphere, but statistically significant
increases, of between 0.5 and 1%/yr, were confined to the
layers between 16 and 24 km. Data from other locations
must be analysed and over longer time intervals however,
before these results can be generalised.

3.3.8 Clouds

In addition to providing evidence of an enhanced
hydrological cycle, changes of cloud distribution can have
very important climatic feedbacks. Changes in clouds
modify both incoming and outgoing radiation depending
on their level, amount, vertical extent, and composition.

3.3.8.1 Land

There have not been any major new analyses of large-scale
changes in land-based observations of cloud cover
published since the IPCC (1990) report. Henderson-Sellers
(1992) has, however, summarised her analyses of changes
in cloud cover over Australia, Europe, India and North
America. Added confidence has been attached to these
analyses because the diurnal temperature range, which is
quite sensitive to changes of cloud cover (Karl et al.,
1993a), has decreased in many of the regions with a
reported increase in cloud cover. Moreover, Karl er al.
(1995¢) report a step-like increase in cloud amount over
the former Soviet Union around 1976 consistent with the
step-like decreases of evaporation (in the European sector
of the former Soviet Union, Figure 3.15) and of the diurnal
temperature range. In addition, analyses by Environment
Canada (1995) generally support an increase in cloud
amount throughout Canada since 1953, in particular over
the lower Great Lakes region during autumn. There have
been increases of cloud cover over Australia and the USA
since at least the mid-20th century. In at least some areas
(e.g., Australia), however, cloud cover over land may have
decreased since about 1980 (Henderson-Sellers, 1992).

3.3.8.2 Ocean

Marine weather observations of clouds have been analysed.
Satellite observations have also been used, but owing to
instrumental changes and the shortness of their record,
cannot be used with any degree of confidence to assess
multi-year trends or changes.

Fifty million routine weather observations from ships
were analysed by Warren et al. (1988), who computed
average total cloud cover and the amounts of six cloud
types for each of the four seasons for the 30 year period
1952 to 1981. During the 1952 to 1981 period London et
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al. (1991) reported a global ocean average increase of
cloud cover of 0.7%. This increase was concentrated at low
latitudes (20°N-20°S), and the cloud types contributing
most to the increase were cumulonimbus and cirrus. The
increase in cumulonimbus was nearly 3% and in cirrus
about 1%, at the expense of cumulus clouds which
decreased by about 1%. This data set has recently been
updated through 1991, and indicates that cloud cover over
the oceans has continued to increase.

Interannual variations of marine stratus
stratocumulus in the subtropics and mid-latitudes are
inversely correlated with SST (Norris and Leovy, 1994).
The 30-year trends of marine stratus and stratocumulus
exhibit the same geographical patterns as do SSTs (cf.
Parker et al., 1994): increases in cloud amount over areas
with decreasing temperatures in the northern mid-latitude
oceans, and decreases with warming off the west coast of
North America. Analysis of changes in cloud types
(Parungo et al., 1994) suggests an increase in altostratus
and altocumulus cloud amount centred in the Northern
Hemisphere mid-latitudes (30°N-50°N). Over the 30-year
period 1952 to 1981 these mid-level clouds increased in
frequency from 20 to 26%. This large apparent increase
requires investigation of possible time-varying biases.

and

3.3.9 Summary of Section 3.3.

Precipitation has increased over land in high latitudes of
the Northern Hemisphere, especially during the autumn. A
decrease of precipitation occurred after the 1960s over the
subtropics and tropics from Africa to Indonesia, as
temperatures increased. Many of the changes in
precipitation over land are consistent with changes in
streamflow, lake levels, and soil moisture. There is
evidence to suggest increased precipitation over the
equatorial Pacific Ocean (near the dateline) in recent
decades, with decreases to the north and south. Based on
the available data, there has been a small positive (1%)
global trend in precipitation over land during the 20th
century, although precipitation has been low since about
1980.

Evaporation potential has decreased (since 1951) over
much of the former Soviet Union (and possibly also in the
USA). Evaporation appears to have increased over the
tropical oceans (although not everywhere). There is
evidence suggesting an increase of atmospheric water
vapour in the tropics, at least since 1973. In general, cloud
amount has increased both over land (at least up to the end
of the 1970s) and the ocean. Over the ocean increases in
both convective and middle and high level clouds have
been reported.
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3.4 Has the Atmospheric/Oceanic Circulation Changed?

3.4.1 Background

The atmospheric circulation is the main control behind
regional changes in wind, temperature, precipitation, soil
moisture and other climatic variables. Variations in many
of these variables are strongly related through large-scale
features of the atmospheric circulation, as well as through
interactions involving the land and ocean surfaces (IPCC,
1990). Two well-known examples of such large-scale
features are the El Nifio-Southern Oscillation and the North
Atlantic Oscillation, both of which are closely related to
climatic fluctuations in many areas. Evidence of associated
changes or variations in the atmospheric circulation may
enhance confidence in the reality of observed changes and
variations in the climate variables in these areas.

Comprehensive, long-term monitoring of changes and
variations in the El Nifio-Southern Oscillation and North
Atlantic Oscillation, and the atmospheric circulation in
general, requires the analysis of meteorological and
oceanic fields on a routine basis. Analyses of such fields
are performed every day by national meteorological
services. However, the analysis schemes, their
observational basis, and even the theoretical meteorology
underlying the analysis have all changed dramatically over
the decades (Trenberth, 1996). Thus, these analyses are of
only limited use for analysis of variations and changes in
circulation over extended periods. Where such analyses are
used, their results need to be confirmed by analysis based
solely upon high-quality station data. The lack of
homogeneity in the atmospheric analyses restricted the
variety of atmospheric circulation features IPCC (1990)
decided could be examined with confidence. The same
problem occurred in IPCC (1992), and again here only a
small number of the more reliable circulation features are
examined, namely the El Nifio-Southern Oscillation and
the North Atlantic Oscillation. The discussion of a possible
recent increase in the intensity of the winter atmospheric
circulation over the extra-tropical Pacific and Atlantic
(IPCC, 1990) is also updated.

Ocean circulation variations and change can also be
important determinants of climate variations, so their routine
monitoring is also necessary. However, little information is
available, as yet, on variations and change in ocean
circulation on the time-scales of relevance to this chapter.

3.4.2 EIl Nifio-Southern Oscillation

The El Nifio-Southern Oscillation (ENSO) phenomenon is
the primary mode of climate variability in the 2-5 year
time band. Release of latent heat associated with ENSO
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episodes atfects global temperature (Pan and Oort, 1990;
Graham, 1995), and associated changes in oceanic
upwelling influence atmospheric CO, levels (Keeling er
al., 1989). It is important to assess the stability of the
ENSO, i.e., to determine how long it has been operating,
and whether it exhibits longer-term variations in its
influence.

As instrumental records for the El Nifio-Southern
Oscillation extend back only to the late 19th century, it is
necessary to use various proxy approaches to derive the
history of El Nifio-Southern Oscillation events. In addition
to analyses of historical records (Quinn, 1992), corals, tree
rings, tropical ice cores, and varve sediments have also
been employed to derive temporal histories of ENSO
variability (Diaz and Markgraf, 1992; Cole er al., 1993;
Diaz and Pulwarty, 1994). Whetton er al. (1995)
demonstrate that proxy records of ENSO from different
regions do not always correspond with each other. One
coral record (Dunbar et al., 1994) is from the Galapagos
Islands, where a time-series of oxygen isotope
measurements indicates significant variations in the El
Nifio-Southern Oscillation. Tree ring and other records also
indicate temporal variations in some of the ENSO periods
(Diaz and Markgraf, 1992).

Observed Climate Variability and Change

Instrumental records have also been examined to search
for possible changes in the El Nifio-Southern Oscillation.
The Southern Oscillation Index (SOI), a simple index of
the El Nifio-Southern Oscillation based on surface
atmospheric pressures at Darwin and Tahiti, is plotted in
Figure 3.16. El Nifio (or warm) events are associated with
large negative excursions of the SOI and warmer than
normal temperatures in the central and east equatorial
Pacific. La Nifia episodes (or cold events, when the east
equatorial Pacific is cool) are associated with positive
values of the SOI. The dominance of time-scales of 2-5
years in the El Nifio-Southern Oscillation is apparent in
this figure. The periodicity of El Nifio-Southern Oscillation
has varied since 1950. Between 1950 and 1965 the
phenomenon exhibited a period of about five years. Since
1965 the period has shortened somewhat, closer to four
years. A similar pattern of change in frequency was evident
in a central equatorial Pacific coral record of the El Nifio-
Southern Oscillation (Cole er al., 1993). El Nifio events
occurred more often around the start of the 20th century
than during the 1960s and 1970s (Anderson, 1992).

Allan (1993) and Karoly et al. (1996) have documented
decadal-scale variations in the El Nifio-Southern
Oscillation and its teleconnections over the last century.
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Figure 3.16: Seasonal values of the Troup Southern Oscillation Index (SOI), March—-May 1876 through March-May 1995. SOI only

plotted when both Darwin and Tahiti data available.
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The most robust and coherent signals were evident in the
late 19th century, and since the 1940s. ENSO activity was
weaker and more fragmented in the intervening period.
Wang (1995) found that the characteristics of the onset of
the Pacific-wide warming associated with an El Nifio
changed after the mid-1970s.

Indeed, there appears to have been a rather distinct
change in ENSO in 1976/77 (Figure 3.16). Since then,
there have been relatively more frequent El Nifio episodes,
with only rare excursions into the other extreme (La Nifia
episodes) of the phenomenon (Trenberth and Hurrell,
1994), and the SOI has tended to be negative for extended
periods. During this period sea surface temperatures in the
central and equatorial Pacific have tended to remain
anomalously high, relative to previous decades. As well,
precipitation over land in many areas where dry conditions
usually accompany E! Nifio episodes (e.g., Indonesia,
north-east Australia) has been low.

The recent ENSO behaviour, and especially the
consistent negative SOI since 1989, appears to be unusnal
in the context of the last 120 years (the instrumental
record). However, some data for Tahiti is missing from
before 1935, so it is difficult to compare the length of the
post-1989 period of negative SOI with earlier periods. It
may be, for instance, that the period of negative SOI values
starting around 1911 was comparable with the recent
period. Trenberth and Hoar (1996) examined the recent El
Nifio-Southern Oscillation behaviour using Darwin data
only. The Darwin data are continuous and therefore allow a
strict comparison of the post-1989 behaviour with that of
earlier periods, although by themselves they may not
provide a complete representation of the El Nifio-Southern
Oscillation. The Trenberth and Hoar analysis indicates that
the post-1989 behaviour is very unusual. From the Darwin
data, there has been no period in the last 120 years with
such an extended period of negative SOI. Trenberth and
Hoar fitted statistical models to the 1882 to 1981 Darwin
data, to determine how unusual the recent behaviour has
been. They concluded that the 1990 to 1995 behaviour had
a probability of natural occurrence of about once in 2,000
years. Allan and D’Arrigo (1996), however, present
evidence that episodes with similarly persistent ENSO
characteristics have occurred prior to the period of
instrumental data.

3.4.3 Northern Hemisphere Circulation

In the past few years considerable work has been done to
document decadal and longer time-scale variability
regionally in several parts of the globe, especially the
North Pacific (IPCC, 1990; Trenberth and Hurrell, 1994;
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Figure 3.17: Time-series of mean North Pacific sea level
pressures averaged over 30-65°N, 160°E to 140°W for the months
November to March beginning in 1925 and smoothed with a low
pass filter (thick line). Updated from Trenberth and Hurrell (1994).

Hurrell, 1995). Substantial changes in the North Pacific
atmosphere and ocean began about 1976. This is illustrated
in Figure 3.17 which shows a time-series of mean sea level
pressures for the five winter months November to March,
averaged over most of the extra-tropical North Pacific
(updated from Trenberth and Hurrell, 1994). This index is
closely related to changes in the intensity of the Aleutian
low pressure centre, and to a pattern of atmospheric
circulation variability known as the Pacific-North
American (PNA) pattern (Wallace and Gutzler, 1981). The
abrupt shift in pressure after 1976 is evident. Observed
significant changes in the atmospheric circulation
involving the PNA teleconnection pattern were described
in IPCC (1990). Associated changes occurred in surface
winds. The storm tracks and associated synoptic eddy
activity shifted southward. This regime appears to have
ended about 1989,

The Pacific decadal time-scale variations have been
linked to recent changes in the frequency and intensity of
El Nifio versus La Nifia events and it has been
hypothesised that the decadal variation has its origin in the
tropics (Trenberth and Hurrell, 1994). While some analyses
of observations (Deser and Blackmon, 1995; Zhang et al.,
1995) show that this link is not linear, observational studies
by Kawamura (1994), and Lau and Nath (1994) have
shown that the decadal variation in the extratropics of the
Pacific is closely tied to tropical sea surface temperatures
(SSTs) in the Pacific and Indian Oceans. Several aspects of
the decadal-scale fluctuation beginning around 1976 have
been simulated with atmospheric models using specified
SSTs (Kitoh, 1991; *Chen et al., 1992; Miller et al., 1994;
Kawamura ez al., 1995). These studies also suggest that the
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changes over the North Pacific are substantially controlled
by the anomalous SST forcing from the tropics. Yamagata
and Masumoto (1992} have suggested that the decadal
time-scale variations may also involve the Asian monsoon
system.

The North Atlantic Oscillation (NAO) is of interest
because of its relationship to regional precipitation and
temperature variations. The NAO is a large-scale
alternation of atmospheric pressure between the North
Atlantic regions of subtropical high pressure (centred near
the Azores) and subpolar low surface pressure (extending
south and east of Greenland). The state of the NAO
determines the strength and orientation of the poleward
pressure gradient over the North Atlantic, and hence the
speed and direction of the mid-latitude westerlies across
that ocean. These, in turn, affect the tracks of European-
sector low-pressure storm systems (Lamb and Peppler,
1991). One extreme of the NAO coincides with strong
westerlies across the North Atlantic, cold winters in
western Greenland and warm ones in northern Europe,
while the other NAO extreme is associated with the
opposite pattern. In addition, precipitation over Europe is
related to the NAO (Hurrell, 1995). The recent decade-long
winter dry conditions over southern Europe and the
Mediterranean, and the wet anomalies from Iceland
eastward to Scandinavia, are related to the recent persistent
positive phase of the NAO (Hurrell, 1995).

IPCC (1990) used the smoothed standardised difference
of December-February atmospheric pressure between
Ponta Delgada, Azores, and Stykkisholmur, Iceland, to
describe the variations in the westerly flow in the North
Atlantic, and thus the NAO. Figure 3.18 updates IPCC
(1990) and reveals strong westerlies since 1989. It also
highlights an apparent near century time-scale variation in
the westerly flow with peaks around 1910 and at the
present. The amplitude of this variation is as large as one
standard deviation of the interannual variations. Flohn et
al. (1992), using meteorological analyses, reported a
deepening of quasi-stationary cyclones in the Northern
Atlantic and in the Northern Pacific leading to an
intensification of the extra-tropical circulation, most
pronounced during winter, supporting the suggestions of
intensification in Figures 3.17 and 3.18.

In the North Atlantic, decadal period fluctuations are
superposed on a longer time-scale variation (Deser and
Blackmon, 1993; Kushnir, 1994; Schlesinger and
Ramankuity, 1994), which is reflected in the global mean
temperature variations. The short-period mode, i.e.,
irregular fluctuations averaging about 9 years in length
before about 1945 and about 12 years thereafter, is
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Figure 3.18: Standardised difference of December to February
atmospheric pressure between Ponta Delgada, Azores, and
Stykkisholmur, Iceland, 1867 to 1995. Smooth curve was created
using a 21-point binomial filter. Updated from IPCC (1990).

characterised by a dipole pattern in SSTs and surface air
temperatures, with anomalies of opposite polarity east of
Newfoundland and off the south-east coast of the USA.
Distinctive sea level pressure and wind patterns have been
identified with this short-period mode and it seems that the
SSTs result largely from the winds, with cooler-than-
normal SSTs accompanied by stronger-than-normal winds.

The lower frequency mode is identified as a temperature
fluctuation with largest amplitude in the North Atlantic and
surrounding continents where the period appears to vary
regionally from 50 to 88 years. Relative to the record from
1850 on, it corresponds to a much colder period from the
late 1800s to about 1920, much warmer than normal from
about 1930 to 1960, and another cooler period in the 1970s
and 1980s (Kushnir, 1994; Schlesinger and Ramankutty,
1994). The sea level pressures and surface winds
associated with this pattern have been explored by Deser
and Blackmon (1993) and Kushnir (1994) who find an
anomalous cyclonic circulation during the warmer years
and anticyclonic during the cooler years, centred in the
mid-Atlantic near 40°N.

It seems likely that relationshi[ps among the atmosphere
and ocean variables include the patterns of dynamical
coupling between the atmosphere and ocean, which may
extend outside the Atlantic domain. It is likely that there
are changes in the ocean thermohaline circulation such as
those seen in models with time-scales of roughly 50 years
(Delworth et al., 1993). The thermohaline circulation is
greatly influenced by density fluctuations at high latitudes
which apparently arise mainly in the fresh water
availability which alters salinity, and originates from
changes in precipitation, runoff, and evaporation. These
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kinds of fluctuations may also be related to the abrupt
climate changes seen in recent Greenland ice core analyses
(Section 3.6.3).

Some reported variations in temperature and precipitation
have been related to observed regional variations in
atmospheric circulation. Analysis of trends in 700 hPa
heights (O’Lenic, 1995) provides some evidence linking the
regional circulation anomalies to the trends in surface
temperature over the past 40 years, e.g., negative trend in
the North Pacific and positive over western Canada. Ward
(1992, 1994) demonstrated that the recent low rainfalls in
the Sahel are also related to circulation anomalies. [IPCC
(1990) pointed out that changes in SSTs on a global scale
played a major role in the reduction of Sahel precipitation.
Lare and Nicholson (1994) have again reiterated the
potential role of land-surface changes in the prolonged dry
period in the Sahel, but Shinoda and Kawamura (1994a)
suggest that changes in the SSTs of the Indian Ocean and
the tropical North and South Atlantic modulate different
aspects of the Sahel rainfall. Specifically, the contrasting
anomalies of North and South Atlantic SSTs play a major
role in the year-to-year latitudinal displacement of the
rainbelt and the strong warming trend of the SSTs in the
Indian Ocean (Figure 3.4) is associated with large-scale
subsidence over the rainbelt. A new analysis of the
interannual and decadal variations of the summer rains over
the Sahel (Shinoda and Kawamura, 1994b) however,
suggests that the decreased rainfall from the 1950s to the
1980s primarily resulted from weakened convection over
the entire monsoonal rainbelt, rather than a systematic
displacement of its central position.

One aspect of atmospheric circulation variations
considered recently is the possible impact of volcanic
eruptions. The eruption of Mt. Pinatubo (Section 3.2.6) led
to studies which suggested, based on geographical
variations in temperature after major eruptions, that heating
of the tropical stratosphere resulting from volcanic aerosols
drives an enhanced zonal wind (Groisman, 1992; Robock
and Mao, 1992; Graf et al., 1993). This stronger wind
advects warmer maritime air over the continents, leading to
warming, in the Northern Hemisphere winter, in higher
latitudes. Such variations are limited to a year or two after
a major eruption. So, only a protracted change in the level
of volcanic activity could be expected to lead to a long-
term atmospheric circulation change.

3.4.4 Southern Hemisphere Circulation

Over the Southern Hemisphere, analysis of decadal
variability is difficult because of the paucity of data.
Nevertheless careful analysis of station data together with
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the available analyses has revealed real decadal-scale
climate changes (van Loon er al., 1993; Hurrell and van
Loon, 1994). A change in the atmospheric circulation is
evident in the late 1970s with sea level pressures in the
circumpolar trough generally lower in the 1980s than in the
[970s and with the changes most pronounced in the second
half of the year, so that the tropospheric polar vortex
remained strong into November. This was associated with
a delayed breakdown in the stratospheric polar vortex and
the ozone deficit in the Antarctic spring.

A near-global atmospheric pressure data set (Allan,
1993) and other data have been used to examine longer
term variations in circulation in the Indian Ocean, since
late last century (Allan er al., 1995: Salinger et al., 1995b).
Circulation patterns in the periods 1870 to 1900 and 1950
to 1990 were more similar to each other than to those in the
1900 to 1950 period. These variations were most apparent
in the mid- to high latitudes of the Southern Hemisphere. A
more meridional long-wave pattern occurred in the early
and late periods, and a more zonal flow regime occurred in
the 1900 to 1950 period. This research suggests that the
vigour of the atmospheric circulation has increased since
the 1950s, particularly around the anticyclones in the
southern Indian Ocean during summer, and Australia in
winter. These high pressure features were found to wax and
wane, but show no distinct displacements in the latitude of
central pressure.

Coherent changes in the amplitude of the long-wave
troughs to the south-west of Australia and in the Tasman
Sea/New Zealand region have occurred during spring and
summer (Salinger et al., 1995b). On a decadal time-scale
the troughs in the two regions have varied out of phase
during winter. Most of the longer term trends are
associated with the Tasman Sea/New Zealand trough
during summer and autumn. Pressure in the south-west
Australian winter trough has increased since the 1960s, and
this has led to a decrease in the winter rainfall in the far
south-west (Nicholls and Lavery, 1992; Allan and
Haylock, 1993).

3.4.5 Summary of Section 3.4

Evidence that the El Nifio-Southern Oscillation has varied
in period, recurrence interval, and area and strength of
impact is found in historical instrumental data and in
palaeoclimatic data. The cause of these variations is not
known. The rather abrupt change in the El Nifio-Southern
Oscillation, and atmospheric circulation, around 1976/77,
noted in IPCC (1990), has continued. Since then, there
have been relatively more frequent El Nifio episodes, with
only rare excursions into the other extreme (La Nifa
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episodes) of the phenomenon. This ENSO behaviour, and
especially its behaviour since 1989, is unusual in the
context of the last 120 years (the instrumental record). At
least some of the recent fluctuations in rainfall in the
tropics and subtropics (Figure 3.10) appear to be related to
this unusual ENSO behaviour.

Anomalous atmospheric circulation regimes persisted
over the North Pacific from 1976 to about 1988, and in the
North Atlantic since 1989. Many long-lived temperature
and precipitation anomalies are now known to be
associated with regional anomalous atmospheric
circulation features.

There remain problems with the monitoring of changes
and variations in atmospheric circulation, because of
doubts about the long-term consistency of analysis
techniques, observations, and even the meteorological
theories underlying analysis techniques. Such doubts
restrict the number of fields which can be examined
confidently for evidence of real change and variation.

3.5 Has the Climate Become More Variable or
Extreme?

3.5.1 Background

Concerns are often expressed that the climate may be more
variable (i.e., more droughts and extended wet periods) or
extreme (i.c., more frequent severe weather events) now
than in the past. A possible source of confusion in any
discussion of variability is that variability of the climate
can be defined and calculated in several ways. Apparently
contradictory conclusions may be reached from the
different definitions. For instance, using the standard
deviation or a similar measure to determine variability will,
in certain circumstances, result in different conclusions
from the use of interperiod differences (e.g., first
differences of annual means) as a measure of variability.
Care needs to be taken in the comparison of variabilities
calculated and defined in different ways. Analysis of how
the frequency and intensity of extreme weather events
(e.g., tornadoes) have varied over time is also difficult,
because of inhomogeneities in the data. Comparisons over
longer periods, such as comparing late 20th century
extremes with those of the late 19th century, are especially
problematic because of changes in instrumentation and
analysis methods, as well as site and exposure changes.

3.5.2 Climate Variability

3.5.2.1 Temperature
Parker et al. (1992) show plots of the low-pass filtered
variances of the daily central England temperature series
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since the mid-18th century. There is no clear evidence of
trends in the variance over this very long record. Although
there are interdecadal differences in variability, no
tendency to higher variance is evident in recent decades.

Karl et al. (1995¢) searched for evidence of changes in
temperature variability in the USA, the former Soviet
Union, China and Australia. They defined temperature
variability as the absolute difference in temperature
between two adjacent periods of time (1-day to annual). In
the Northern Hemisphere their results indicate a tendency
towards decreased temperature variability on intraseasonal
(1-day to 5-day) time-scales. The decrease is strongest in
the USA and China. The decreased variability at short
time-scales could reflect a decrease in baroclinicity or the
frequency of air mass change, suggesting that the Northern
Hemisphere circulation may have become less variable
through the 20th century. The interannual variability
changes showed no consistent pattern across the three
Northern Hemisphere areas. There was little consistency in
patterns of change in temperature variability for Australia
since 1961, apart from statistically significant decreases in
interannual variability in September-November, for
minimum, maximum, and average temperature, especially
in temperate regions.

Parker et al. (1994) calculated the interannual variability
of seasonal surface temperature anomalies for the 20-year
period 1974 to 1993 for each calendar season separately,
and compared it with the period 1954 to 1973. There was
evidence of only a small global increase of variability in
the later period. The spatially averaged ratios of the
variances between the two 20-year periods, for the four
seasons, were between 1.04 and 1.11. This suggests surface
temperature variability increased slightly over the period of
analysis. The analysis did reveal regions with strongly
enhanced variability in the later period. Variance was
enhanced over central North America between December
and August. The El Niiio events of 1982/3, 1986/7, and
1991/2 produced enhanced variance in the eastern tropical
Pacific in 1978 to 1992 relative to 1951 to 1980.

In summary, temperature shows no consistent, global
pattern of change in variability. Regional changes have
occurred, but even these differ with the time-scale
considered. I

3.5.2.2 Precipitation and related moisture indices

Means and standard deviations of Indian summer monsoon
rainfall, calculated using a 31-year moving window, over
the period 1871 to 1993, were examined by Sontakke er al.
(1992). No trend was apparent in variability over the entire
period. However, higher variability is generally associated
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with drier periods, such as that observed since about 1970.
Droughts have increased in frequency in Sub-Saharan
Africa over the past few decades. This partly reflects the
downward trend in mean rainfall (Section 3.3.2.1), but
there were also changes in variability. Hulme (1992)
examined changes in relative variability over Africa
between 1931 to 1960 and 1961 to 1990 and found that
areas of increased variability outweighed areas of reduced
variability. The Sahel showed increased rainfall variability,
especially in the east where increases were over 5% and in
some places over 15%.

Changes in variability of the diurnal temperature range
may provide some suggestive information regarding
changes of variability of precipitation or cloudiness, since
increased cloud cover can lead to warmer overnight
temperatures, and lower daytime temperatures, in some
regions. Karl er al. (1995¢) examined changes in the
variability of the diurnal range of temperature in the USA,
the former Soviet Union, and China. They found decreases
in the variability of the diurnal range, especially in the
former Soviet Union. Since the diurnal range of
temperature is related to cloud cover and humidity, decadal
decreases in the variability of the diurnal range may reflect
a decrease in variability of cloud cover, soil moisture,
humidity, or wind.

Droughts have been relatively frequent since the late
1970s in some of the areas where drought usually
accompanies El Nifio events (e.g., north-east Australia).
This presumably reflects the relatively frequent El Nifio
events during this period (see Section 3.4.2). Few analyses
of the frequency of floods have been conducted. A study of
tloods in Sweden (Lindstrém, 1993) found no convincing
evidence of trends through the 20th century, although the
1980s had larger floods than usual and the 1970s had few
high floods. Wigley and Jones (1987) reported a higher
than usual frequency of extreme dry summers and wet
springs over England and Wales in 1976 to 1985. Gregory
et al. (1991) updated the Wigley and Jones data to 1989
and found no evidence of a continuation of this tendency.

3.5.2.3 Atmospheric circulation

Born (1995) and Born and Flohn (1995) investigated
atmospheric circulation variability using interdiurnal (i.e.,
day-to day) changes of surface pressure and geopotential in
the Atlantic sector. Since 1970 there appears to have been a
trend to increased variability on this time-scale. They also
investigated maritime winds in the Atlantic between 60°N
and 30°S, by examining trends in constancy (the resultant
wind speed as a percentage of scalar wind speed). The
trend at most latitudes from 1949 to 1989 was negative,
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indicating increasing variability. A trend towards lower
variability (increasing constancy) was found only in winter
between 45°N and 60°N. Doubts remain about the long-
term consistency of the analyses from which these results
were derived. Trenberth (1996) notes some of the changes
in the systems used to analyse atmospheric circulation.

The results of Karl er al. (1995¢) suggest that these
findings cannot be extrapolated to infer increases in
atmospheric circulation variability over the USA or much
of Asia. Karl et al. found evidence of decreased variability
of temperature at the interdiurnal time-scale in the USA,
former Soviet Union and China. Since the variability of the
atmospheric circulation provides the dominant forcing of
interdiurnal temperatures in these regions, it seems unlikely
that the interdiurnal variability of atmospheric circulation
has increased there.

Changes in the mean atmospheric circulation over the
North Pacific (Section 3.4.3) in the late 1970s were
accompanied by a southward shift in storm tracks and the
associated synoptic eddy activity (Trenberth and Hurrell,
1994). The incidence of cold outbreaks increased across
the plains of North America at this time. Such shifts conld
be interpreted as changes in atmospheric circulation
variability, at least on a regional scale.

The variability of the El Niflo-Southern Oscillation has
been examined by Wang and Ropelewski (1993) who
noted a general rise in the level of variability from the
earliest records to the 1910s, followed by a period of 20 to
40 years of no change, with a suggestion of increased
variability over recent decades. ENSO variability was
greater when the sea surface temperature was generally
higher. However, the results were sensitive to the sea
surface temperature analysis technique. Nonetheless, their
conclusion was consistent with that of Rasmusson et al.
(1994), who found a relative minimum in surface pressure
variance and precipitation variability during the periods of
relatively low mean sea surface temperature.

3.5.3 Extreme Weather Events

3.5.3.1 Tropical cyclones

Atlantic hurricane (tropical cyclone) activity over the
period 1970 to 1987 was less than half that in the period
1947 to 1969 (Gray, 1990). A similar quiet period occurred
at the same time in the western North Pacific, suggestive of
a decrease in the number of very intense tropical cyclones.
Bouchard (1990) and Black (1992), however, demonstrated
that this apparent change in intensity in the western North
Pacific was an artefact, due to a change around 1970 in the
method used to derive wind estimates from pressure
estimates. When a consistent method for determining wind
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estimates was used throughout the period of record, the
pre-1970 data were statistically indistinguishable from the
post-1970 data. Landsea (1993) suggested that the Atlantic
hurricane intensity record was probably also biased. Winds
were 5 kt higher before 1970, compared with hurricanes
with the same minimum pressure after 1970. After
adjusting for this bias a substantial downward trend in
intense hurricane activity is still apparent. There remains a
possibility that not all the bias in the Atlantic records has
been removed, because of the remarkable drop in apparent
intensity from 1970, the same year the artificial drop in
frequency of intense typhoons appeared in the north-west
Pacific. However, this step decrease was also observed in
the frequency of storms hitting the USA. These storms
were categorised by using minimum sea level pressure
recorded at landfall. Such observations should not be as
suspect as observations over the ocean. Also, the decrease
in hurricanes appears to reflect a relationship between
hurricane activity and Sahel rainfall (Landsea and Gray,
1992; Goldenberg and Shapiro, 1996). Finally, hurricane
activity is also weaker during El Nifio episodes. The
relatively more frequent El Nifio episodes since the mid-
1970s (see Section 3.4.2) would, therefore, have led to a
tendency for weak hurricane activity. There are strong
grounds, therefore, for concluding that the decrease in
Atlantic intense hurricane activity is real (Landsea et al.,
1996). However, Karl et al. (1995d) found no trend in the
numbers of hurricanes crossing the USA coast since 1900,
although numbers were higher during the middle decades
of the century. The 1995 Atlantic hurricane season was
more active than recent years.

In the north-east and south-west Pacific the number of
cyclones appears to have increased (Thompson et al., 1992;
Landsea and Gray, 1995), although doubts must be
expressed about the consistency of the observation systems
over this period. In the south-east Pacific, where tropical
cyclone activity is usually associated with El1 Nifio events,
the frequency of occurrence appears to have increased in
recent decades. Again, the quality of the long-term cyclone
data base in this region is suspect. In the Australian region
much of the apparent long-term variations in cyclone activity
appear to be the result of changes in observing systems or
analysis techniques (Nicholls, 1992). Raper (1993) noted
that little confidence could be placed in apparent long-term
trends (except perhaps in the North Atlantic) because of
doubts about the consistency of the data.

Doubts about the quality and consistency of the data on
maximum wind speeds in most cyclone basins preclude
convincing analysis of how peak cyclone intensity might
have changed in recent decades. Only in the Atlantic do the
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Figure 3.19: Time-series of mean annual maximum sustained
wind speed attained in Atlantic hurricanes (Landsea er al., 1996).
Linear trend shown as dashed line.

data seem of sufficient quality to allow such an analysis,
Figure 3.19 shows the mean maximum sustained wind
speed attained each year in Atlantic hurricanes (Landsea et
al., 1996). Mean maximum wind speed appears to have
decreased. However, the peak intensity reached by the
strongest hurricane each year has shown no trend in the
five-decade period.

3.5.3.2 Extra-tropical storminess

There is some evidence of recent increased storminess
around the North Atlantic, although there are doubts about
the consistency of the meteorological analyses from which
this increase has been derived. Hand-drawn analyses of
Atlantic surface pressure patterns, produced since 1956 by
Seewetteramt, Hamburg, have been used to analyse the
annual occurrence of extra-tropical cyclones (also known
as low pressure systems or depressions) with minimum
pressures below 950 hPa (Dronia, 1991). Little trend was
found, except for an abrupt increase in frequency since
1988. Stein and Hense (1994), using daily grid-point
pressure data, deduced that the North Atlantic winters since
1988/89 had been affected by a higher frequency of
extreme low pressure systems than at any time since 1880.
Schinke (1993) used once-daily' analyses (USA analyses
1939 to 1964; thereafter German analyses) to count the
number of storms with pressures below certain thresholds.
This study revealed a substantial increase in the number of
severe storms in the North Atlantic area, in the early 1970s.
The mean central pressure showed a decreasing trend.
Stein and Hense (1994) also deduced an increase in the
numbers of extreme lows in the early 1970s, but concluded
that this increase does not appear to be significant, when
considered in the context of the observed interannual
variability.
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Schmidt and von Storch (1993) suggest that local studies
with homogenous data bases may provide more definite
answers, at least for specific regions, than the use of
analyses with time-varying biases (Section 3.4.1). They
used daily air pressure observations at three stations in the
south-east North Sea to calculate the annual distributions of
daily geostrophic wind speeds and concluded that the
frequency of extreme storms in this area has not changed in
the past 100 years. Von Storch er al. (1993) analysed a
long time-series of “severe storm days” on Iceland, based
on local wind observations, and found little trend in the
number of severe storm days, (apart from an artificial
change in storm frequency around 1949, because of
changes in observing practices). Numbers of storms were
quite low during the 1980s. Von Storch e al. (1993) also
examined high water levels at Hoek van Holland, after
removing the effects of tides and sea level changes. The
resultant time-series should reveal storm-related surge
heights. No trend was found in the frequency of extreme
surge heights.

Bardin (1994) reported an abrupt increase in the
frequency of extra-tropical depressions in the central North
Pacific, in the late 1970s. For the Northern Hemisphere as
a whole, Bardin found a decrease in cyclone frequency
beginning in the second half of the 1980s, after a period of
about a decade with higher numbers of cyclones. The size
and intensity of cyclones were approximately constant until
1980, and had increased since then. Serreze et al. (1993)
found increasing numbers of cyclones and anticyclones
over the Arctic between 1952 and 1989.

Agee (1991) combined data from three previous studies
of cyclone and anticyclone frequency around North
America to examine trends. He found evidence of increases
in extra-tropical cyclone numbers between 1905 and 1940
and decreasing numbers of both cyclones and anticyclones
between about 1950 and 1980. Agee found some evidence
of an increase in cyclone numbers between 1980 and 1985,
but his data did not extend into more recent years.
Temporal variations in winter storm disasters (Changnon
and Changnon, 1992) closely matched the trends in
cyclone numbers for North America. Davis and Dolan
(1993) found a similar variation in the occurrences of mid-
latitude cyclones over eastern North America. Cyclones
were less frequent between the mid-1960s and the mid-
1970s, relative to the period from 1942. Since the mid-
1970s the yearly number has increased but has not
consistently reached pre-1965 levels. The prevalence of the
most destructive storms has been erratic, but has increased
overall. Seven of the eight most intense storms that have
developed in the past 50 years occurred in the last 25 years.
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One Southern Hemisphere region where atmospheric
depressions appear to have increased in number in recent
decades is along the east coast of Australia. Hopkins and
Holland (1995) determined the numbers of east coast
cyclones with an objective method of specification based
on a consistent set of observing stations spread along the
coast. They found an upward trend in the numbers of
cyclones between 1958 and 1992.

In summary, the evidence on changes in extra-tropical
synoptic systems is inconclusive. There is no clear
evidence of any uniform increase. Evidence from some
areas suggests no change during the 20th century; in some
other areas there is some evidence of change.

3.5.3.3 Intense rainfalls

Long-term rainfall observing sites can be used to examine
changes in the frequency of intense 24-hour rainfall totals.
Iwashima and Yamamoto (1993) did this, for 55 stations in
Japan and for 14 stations in the contiguous USA, by
determining the decades in which the three highest daily
rainfall totals were recorded. A trend towards higher
frequencies of extreme rainfalls in recent decades was
evident. Such a trend was also found by Karl et al. (1995¢)
who analysed the trends in the percentage of total seasonal
and annual precipitation occurring in heavy daily rainfall
events (days with rainfalls exceeding 50.8 mm) over the
USA (1911 to 1992), the former Soviet Union (1935 to
1989), and China (1952 to 1989). A significant trend to
increased percentages of rainfall falling in heavy events is
evident in the USA, largely due to a strong increase in
extreme rainfall events during the warm season. A similar
trend is also apparent in heavy rainfall events calculated from
3-day total rainfalls. Trends to more extreme rainfall events
were not apparent in the other regions. A trend to increased
annual rainfall around the periphery of the North Atlantic,
since early this century, also appears to reflect an increase in
the number of heavy rainfall events (Frich, 1994).

Rakhecha and Soman (1994) examined annual extreme
rainfalls in the time-scale of 1-3 days at 316 stations well-
distributed across India, for the period 1901 to 1980. Most
annual extreme rainfall records were free of trend or
autocorrelation. The extreme rainfall series over the west
coast north of 12°N and at some stations to the east of the
Western Ghats over the central parts of the Peninsula
showed a statistically significant increasing trend. Stations
over the southern Peninsula and over the lower Ganga
valley exhibited a decreasing trend.

In Australia, the relationship between trends in mean
rainfall and trends in intensity of rain events is complex
(e.g., Nicholls and Kariko, 1993; Yu and Neil, 1991, 1993),
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except in the tropical regions (Lough, 1993; Suppiah and
Hennessey, 1996). Lough (1993) found no evidence of a
trend to more intense rainfall, or for greater numbers of
heavy rain days between 1921 and 1987, in general over
north-east Australia. Suppiah and Hennessey (1995),
however, reported an increase in the frequency of extreme
rainfall events at a majority of stations in northern
Australian summers since 1910. Few of the increases were
statistically significant.

Few studies have reported changes in occurrence of hail.
Dessens (1994) reported a substantial increase in hail fall
severity in France during summer. This increase was
related to an increase in the summer mean minimum
temperature which is significantly correlated with hail
occurrence in France.

3.5.3.4 Extreme temperatures

One extreme that might be anticipated to change in
frequency if mean temperatures increased is the frequency
of frosts or freezes. Decreases over the past few decades in
the frequency of extreme low minimum temperatures or the
length of the frost season have been reported for several
widely separated locations (Salinger ef al., 1990; Karl ef al.,
1991; Watkins, 1991; Bootsma, 1994; Palecki, 1994; Cooter
and LeDuc, 1995; Stone et al., 1996). Cooter and LeDuc,
for instance found that the frost-free season in the north-
eastern USA now begins 11 days earlier than 30 years ago.
However, not all the stations and regions examined in these
studies exhibited a decrease in frost occurrence.

Changes in frequency of extreme maximum (daytime)
temperatures were less consistent than was the case for
minimum temperatures. Across the USA a spatially
complicated pattern of variations in extreme maximum
temperatures is evident, with no evidence of a country-
wide increase in extremes (Karl er al., 1991; Balling and
Idso, 1990; DeGaetano et al., 1994; Henderson et al.,
1994). Karl et al. found evidence of increases in extreme
seasonal minimum temperatures in the contiguous USA
and the former Soviet Union, but little or no change in
extreme seasonal maximum temperatures. Plummer (1996)
found that, in Australia, extreme minimum temperatures
have been increasing at a similar rate to average
temperatures but that trends in the extreme maximum
temperatures were smaller.

In some areas there is evidence of decadal variations in
the frequency of occurrence of regional cold outbreaks. For
instance, changes in Pacific Ocean storm tracks since about
1976 (Trenberth and Hurrell, 1994) have been implicated
in higher incidences of regional cold outbreaks, from the
late 1970s to the mid-1980s, across the plains of North
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America, ultimately leading to an increased frequency of
major freezes affecting Florida (Rogers and Rohli, 1991;
Downton and Miller, 1993).

3.5.3.5 Tornadoes, thunderstorms, dust storms, and fire
weather

The final type of extreme weather event considered here
consists of events normally subject to visual reports.
Identification of trends in such data is likely to be
problematic, because of doubts about consistency of
observer behaviour. There is little or no evidence of
consistent increases in such events. For example, Ostby
(1993) found no evidence of increased occurrence of strong
or violent tornadoes in the USA, although the numbers of
reports of less severe tornadoes appears to have increased,
perhaps due to increased population, eagerness in reporting,
or improved reporting procedures. Grazulis (1993) reported
a drop in damaging tornadoes in the 1980s over the USA.

There is some evidence of an increase in thunderstorms
in the global tropics, from observations of trends in
cloudiness (London er al., 1991). The amount of
cumulonimbus clouds, often associated with
thunderstorms, increased over the tropical oceans between
1952 and 1981 partly at the expense of cumulus clouds
(Section 3.3.8.2). This suggests an increase in
thunderstorm activity in the tropics. Increases in summer
extreme rainfall events in the USA reported by Karl er al.
(1995¢), and in tropical Anstralia during summer (Suppiah
and Hennessey, 1995) also may reflect an increase in
thunderstorm activity. Overall, however, land based
tropical rainfall has declined in the last few decades (see
Figure 3.11). A large percentage of rainfall is associated
with thunderstorm activity, so the decrease in rainfall
might reflect a drop in thunderstorm activity, at least over
tropical land areas. Karl et al. (1995¢) did not find
increases in summer extreme rainfall events in China or the
former Soviet Union.

Goudie and Middleton (1992) examined time-series of
dust storms for many parts of the world. They found no
global pattern of dust storm/frequency trend, and
concluded that, in the absence of regional-scale human
activities (e.g., changes in agricultural practices), the major
factor affecting numbers of dust storms is rainfall. So a
change in rainfall might be expected to lead to changes in
the frequency of dust storms.

Balling ez al. (1992) examined variations in wildfire data
in the Yellowstone National Park between 1895 and 1990.
The area burnt is positively related to summer temperature
and negatively related to summer and antecedent
precipitation. Summer temperatures have been increasing
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in this area through the 20th century, while antecedent
precipitation has been decreasing. Balling ez al. concluded
that there has been a significant trend to a set of climatic
conditions favouring the outbreak of wildfires.

3.5.4 Summary of Section 3.5

There has been no consistent trend in interannual
temperature variability in recent decades. In some areas
variability on shorter time-scales has decreased. Few
regions have been examined for evidence of changes in
interannual variability of rainfall. The areas examined have
not exhibited a consistent pattern. Trends in intense
rainfalls are not globally consistent, although in some areas
(Japan, the USA, tropical Australia) there is some evidence
of increases in the intensity or frequency of extreme events.
There has been a clear trend to fewer low temperatures and
frosts in several widely-separated areas in recent decades.
Widespread significant changes in extreme high
temperature events have not been observed, even in areas
where the mean temperatures have increased.

There are grounds for believing that intense tropical
cyclone activity has decreased in the North Atlantic, the
one tropical cyclone region with apparently consistent data
over a long period. Elsewhere, apparent trends in tropical
cyclone activity are most likely due to inconsistent analysis
and observing systems. Doubts in the consistency of
meteorological analyses also confound the estimation of
trends in extra-tropical cyclones. In some regions (e.g.,
over the USA, the east coast of Australia, the North
Atlantic) there is some evidence suggestive of recent
increases. However some other highly reliable records in
particular regions (e.g., the German Bight) do not exhibit
any trends to increased storminess.

Overall, there is no evidence that extreme weather events,
or climate variability, has increased, in a global sense,
through the 20th century, although data and analyses are
poor and not comprehensive. On regional scales there is clear
evidence of changes in some extremes and climate variability
indicators. Some of these changes have been toward greater
variability; some have been toward lower variability.

3.6 Is the 20th Century Warming Unusual?

3.6.1 Background

To understand recent and future climatic change, it is
necessary to document how climates have varied in the
past, i.e., the space- and time-scales of natural climate
variability. Such information is necessary, for instance, to
determine whether the changes and variations documented
earlier in this chapter are likely-to reflect natural (rather
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than human-induced) climate variability. Some measure of
this natural variability can be deduced from instrumental
observations, but these are restricted, for the most part, to
less than 150 years. Longer records of climate variations
are required to provide a more complete picture of natural
climate variability against which anthropogenic influences
in the observed climate record can be assessed. Changes in
the thermohaline circulation are one example of internal
(natural) variability in the climate system affecting
temperature trends. Evidence of such changes has been
found in some ice-age records, although the evidence is
more muted for fluctuations of the last 10,000 years.

IPCC (1990) provided a broad overview of the climates
of the past 5,000,000 years, and a more detailed
presentation of three periods suggested as possible
analogues of a greenhouse-enhanced world. IPCC (1992)
concentrated on the climate of the past 1000 years, a topic
which this chapter also examines, because of the recent
increase in data for this period, and because of its relevance
to the current climate. The data from the last 1000 years are
the most useful for determining the scales of natural
climate variability. Rapid natural climate changes also
provide information on the sensitivity/stability of the
climate system of relevance in projections of climate
change. Recent evidence of such changes over the last
150,000 years is also assessed here.

Climates from before the recent instrumental era must be
deduced from palacoclimatic records. These include tree
rings, pollen series, faunal and floral abundances in deep-
sea cores, isotope analysis from coral and ice cores, and
diaries and other documentary evidence. The difficulty of
determining past climates can be illustrated by the case of
tropical sea surface temperatures (SSTs) around the time of
the last glacial maximum (around 22,000-18,000 years
ago). The lack of consensus on this topic provides an
indication of the problems of using proxy data. The topic is
important partly because of the possible use of glacial data
in validating climate models, and relating past climates to
radiative forcings (Crowley, 1994). The relationship
between modern and past terrestrial and sea surface
temperatures is still one of the major uncertainties involved
in understanding the climate during the last ice age.
Terrestrial surface temperature estimates from snow line
and pollen data (e.g., Webster and Streten, 1978; Seltzer,
1992), SSTs from coral (e.g., Beck er al., 1992; Aharon et
al., 1994; Guilderson et al., 1994), and from ice cores in
the Andes (Thompson et al., 1995) do not concur with
estimates from other sources such as oxygen isotope,
planktonic foraminiferal and pollen records and the
temperature dependent saturation of long-chain alkenones
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from algae (e.g., Ohkouchi et al., 1994; Sikes and Keigwin,
1994; Thunnell er al., 1994). The land-based data (and
some estimates from coral) suggest that ice age SSTs in the
tropics were about 5°C lower than present, while the other
sources suggest about 1-2°C. These inconsistencies cause
problems in the use of palacoclimatic data to validate
climate models, and need to be resolved.

3.6.2 Climate of the Past 1000 Years

Various methods based on historical, ice core, tree-ring,
lake level and coral data have been used to reconstruct the
climate of the last millennium (Cook, 1995). For example,
a significant number of annually resolved, precisely dated
temperature histories from tree rings are available.
However, these records are still too sparse to provide a
complete global analysis, and must, in general be
interpreted in a regional context. In addition, they usually
only reflect changes in warm-season (growing season)
temperatures. Tree-ring records frequently represent
interannual and decadal time-scale climate variability with
good tidelity, as indicated by comparison with recent
instrumental records. However, the extent to which multi-
decadal, century, and longer time-scale variability is
expressed can vary, depending on the length of individual
ring-width or ring-density series that make up the
chronologies, and the way in which these series have been
processed to remove non-climatic trends. In addition, the
possible confounding effects of carbon dioxide fertilisation
needs to be taken into account when calibrating tree-ring
data against climate variations. Coral records are available
from regions not represented by tree rings and usually have
annual resolution. However, none extends back more than
a few hundred years. The interpretation of ice core records
from polar ice sheets and tropical glaciers may be in some
cases limited by the noise inherent to snow depositional
processes, especially during this period when climate
changes were rather small (by comparison, for instance,
with the large rapid changes discussed in the next section).
On the other hand, they can give an unambiguous record of
accumulation change, on an annual basis. All these forms
of data can and have been used to provide information
regarding climate variations of the past 1000 years.

There are, for this last millennium, two periods which
have received special attention, the Medieval Warm Period
and the Little Ice Age. These have been interpreted, at
times, as periods of global warmth and coolness,
respectively. Recent studies have re-evaluated the interval
commonly known as the Medieval Warm Period to assess
the magnitude and geographical extent of any prolonged
warm interval between the 9th and 14th centuries (Hughes
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and Diaz, 1994). The available evidence is limited
(geographically) and is equivocal. A number of records do
indeed show evidence for warmer conditions at some time
during this interval, especially in the 11th and 12th
centuries in parts of Europe, as pointed out by Lamb (1965,
1988). There are also indications of changes in
precipitation patterns and associated droughts both in
California and Patagonia during medieval time (Stine,
1994). However other records show no such evidence, or
indicate that warmer conditions prevailed, but at different
times. This rather incoherent picture may be due to an
inadequate number of records or a bias in the geographical
and seasonal representation in the available data (Briffa
and Jones, 1993; Jones and Briffa, 1996), and a clearer
picture may emerge as more and better calibrated proxy
records are produced. However, at this point, it is not yet
possible to say whether, on a hemispheric scale,
temperatures declined from the 11-12th to the 16-17th
century. Nor, therefore, is it possible to conclude that
global temperatures in the Medieval Warm Period were
comparable to the warm decades of the late 20th century.
The term Little Ice Age is often used to describe a 400-
500 year long, globally synchronous cold interval, but
studies now show that the climate of the last few centuries
was more spatially and temporally complex than this
simple concept implies (Jones and Bradley, 1992). It was a
period of both warm and cold climatic anomalies that
varied in importance geographically. For the Northern
Hemisphere as a whole, the coldest intervals of summer
temperature were from 1570 to 1730 (especially 1600 to
1609) and during most of the 19th century, though
individual records show variations in this basic pattern.
Warmer conditions were more common in the early 16th
century and in most of the 18th century, though for the
entire hemisphere, conditions comparable to the decades
from 1920 onward (the time when instrumental records
become more reliable and widely available) have not been
experienced for at least several hundred years.
Temperatures from boreholes (Section 3.2.5.2) also suggest
that the present temperatures in parts of North America and
perhaps elsewhere may be warmer than the last few
hundred years. Regional temperatures do not all, of course,
conform to this pattern. For instance, spring temperatures
during the period 1720 to 1770 appeared to be warmer than
the 20th century in parts' of China (Hameed and Gong,
1994). However, despite the spatial and temporal
complexity, it does appear that much of the world was
cooler in the few centuries prior to the present century.
Bradley and Jones (1993, 1995) developed a Northern
Hemisphere summer temperature reconstruction since 1400
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from 16 palacoclimatic records (Figure 3.20). Recent
decades (the recent instrumental record is also plotted on
this figure) appear to be warmer than any extended period
since 1400, and the warming since the late 19th century is
unprecedented in this record. Regionally, however, the
recent warming is not always exceptional. For instance, in
the Swedish Tornetrisk tree-ring series, the 20th century
warming appears as a relatively minor event (Briffa ef al.,
1990; 1992). In this region, in both the 1400s and,
especially, the 900-1100 interval, summer conditions
appear to have been warmer than today. Tree-ring width
series from the northern Urals (Graybill and Shiyatov,
1992) indicate that in this area 20th century summers have
been somewhat warmer than average. A recent analysis,
using tree-ring density data, has attempted to reproduce
more of the century time-scale temperature variability in
this region (Briffa er al., 1995). This shows that the 20th
century was clearly the warmest in the last 1000 years in
this region, though shorter warmer periods occurred, for
example, in the 13th and 14th centuries. The Californian
Cirque Peak ring-width cool-season temperature history
(Graybill and Funkhouser, 1994) indicates unusual warmth
during most of the 20th century, but with recent cooling
(contrary to instrumental observations in this area). The
nearby Campito Mountain ring-width warm-season
temperature history (LaMarche, 1974) agrees well with the
Cirque Peak record, e.g., the 20th century appears to have
been unusually warm, while the 17th century was generally
cool. North-west Alaska has been unusually warm during
the 20th century (Jacoby et al., 1996).

In the Southern Hemisphere, the records from
Australasia show evidence of recent unusual warmth,
especially since 1960, but some from South America do
not. Thus the Northern Patagonia and Rio Alerce ring-
width records from Argentina (Villalba, 1990; Boninsegna,
1992) and the Chilean Lenca ring-width temperature
history (Lara and Villalba, 1993) show no clear indication
of 20th century warming, in accord with local instrumental
records (Villalba, 1990). Recently analysed ice cores from
the north-central Andes (Thompson et al., 1995) indicate
that temperatures were cool in the 200-500 years before
the present. Strong warming has dominated the last two
centuries in this region. Temperatures in the last two
centuries appear higher than for some thousands of years in
this area. New Zealand tree rings reproduce the warming
observed instrumentally since about 1950, although there is
also a suggestion of warmer periods early in the 18th and
19th centuries (Salinger et al., 1994), near a time of
maximum mountain glacier ice volumes in the Southern
Alps of the country. The Tasmanian Lake Johnston history
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Figure 3.20: Decadal summer temperature index for the Northern
Hemisphere, from Bradley and Jones (1993), up to 1970-1979.
The record is based on the average of 16 proxy summer
temperature records from North America, Europe and east Asia,
The smooth line was created using an approximately 50-year
Gaussian filter. Recent instrumental data for Northern Hemisphere
summer temperature anomalies (over land and ocean) are also
plotted (thick line). The instrumental record is probably biased
high in the mid-19th century, because of exposures differing

from current techniques (e.g., Parker, 1994b).

(Cook er al., 1991) shows recent anomalous warming,
especially since 1960 (Cook et al., 1992).

Temperature records derived from coral supplement the
records from tree rings. A Galapagos Islands coral
temperature record for 1607 to 1982 has been derived by
Dunbar et al. (1994) who found a very high correlation
with directly measured local annual SST for 1961 1o 1982.
Coral-estimated SSTs have fallen significantly throughout
the 20th century in this location and may now be at their
lowest since 1650. This is in broad agreement with the lack
of recent warming in the South American tree-ring studies.
However, there has not been a general cooling in the
eastern tropical Pacific this century (Bottomley e al.,
1990), so the Galapagos cooling may be a local
phenomenon. Australian Great Barrier Reef temperature
histories since 1583 have been derived from corals
distributed along the reef from 10-30°S (Lough et al.,
1996). These coral-based SSTs have been relatively warm
for most of the 20th century. This warm period was
preceded by below-average SSTs in the 1850 to 1900
period. An earlier warm period is indicated around 1830 to
1840, but with less certainty. The pre-1800 period was
probably a time of conspicuously below-average SSTs.
Similar results were obtained from the Abraham Reef
record (Druffel and Griffin, 1993), on the south-western tip
of the Great Barrier Reef.
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Just as important as temperature are variations in the
hydrological cycle during the last millennium. Global-scale
records do not exist, but useful information has been
derived for several continents. Especially relevant, because
of the recent low rainfall in the Sahel (Section 3.3.2.1), is
the evidence from Africa. From the 10th to 13th centuries
the evidence suggests a much wetter climate over much of
North Africa (Nicholson, 1978). After a drier regime
during the 14th and 15th centuries, resembling the 20th
century climate, North Africa again reverted to relatively
wet conditions during the 16th to the late 18th centuries.
Interspersed in this moderately wet era were extreme
droughts in the Sahel in the 1680s and the 1740s to 1750s.
Continental-scale dryness began in the 1790s and climaxed
in a severe drought in the 1820s and 1830s. These two
decades were likely drier than current conditions
throughout the continent, except in the Sahel where current
conditions are similar to those in the 1820 to 1830 period.
The late 19th century again saw a rise in African rainfall
that subsided around 1900. Rainfall increased during the
1950s and 1960s in North and Equatorial Africa, followed
by a sharp decrease in the Sahel. The conditions during the
last 100 years have been, for the most part, substantially
drier than the rest of the last millennium. Of particular note
are the dry conditions in the Sahel between 1968 and 1993.
Nicholson (1989) has documented several previous dry
regimes also lasting on the scale of a decade or two,
particularly the 1680s, 1740s and 1750s, and 1820s and
1830s, that mirrored the recent period in the Sahel. So, the
recent past has exhibited periods of comparable dryness to
the last few decades.

The climate of the past 1000 years provides
opportunities to determine the spatial and temporal scales
of natural climate variability required for detection of
climate change, and the causes of the natural climate
variations. A relatively small number of records from key
regions could help discriminate the relative importance of
different phenomena (Crowley and Kim, 1993), in the
creation of decadal-century time-scale variability. For
instance, volcanism would influence land more than ocean,
North Atlantic thermohaline processes may have unique
climate signatures, records from the equatorial Pacific
could be used to monitor decadal-scale variations in that
region (e.g., variations in the El Nifio-Southern Oscillation
— see Section 3.4.2). Some of the palaeoclimatic records
already exist. Figure 3.21 (after Thompson et al., 1993)
shows temperature estimates from ice cores in several
widespread locations. These show warming this century,
but the warming appears to be more significant in some
locations than others. As noted above, geographical
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Figure 3.21: Decadal averages of the 850 records from ice cores
in several widespread locations (after Thompson ez al., 1993),
The shaded areas represent isotopically more negative (cooler)
periods relative to the individual record means.

differences also exist in the warming estimated from tree-
ring chronologies. The development and combination of
more high-quality records such as those in Figure 3.2[ are
needed, if a more complete understanding of the scales and
causes of natural climate variability is to be gained.
Overall, however, it appears that the 20th century has been
at least as warm as any century since at least 1400 AD. In
at least some areas, the recent period appears to be warmer
than has been the case for a thousand or more years (c.g.,
Briffa er al., 1995; Thompson et al., 1995). Alpine glacier
advance and retreat chronoelogies (Wigley and Kelly, 1990)
suggest that in at least alpine areas, global 20th century
temperatures may be warmer than any century since 1000
AD, and perhaps as warm as during any extended period
(of several centuries) in the past 10,000 years. Crowley and
Kim (1995) estimate the variability of global mean
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Figure adapted from Jouzel et al. (1994).

temperature on century time-scales, over the past
millennium, as less than +0.5°C.

3.6.3 Rapid Cimate Changes in the Last 150,000 Years

The warming of the late 20th century appears to be rapid,
when viewed in the context of the last millennium (see
above, and Figures 3.20, 3.21). But have similar, rapid
changes occurred in the past? That is, are such changes a
part of the natural climate variability? Large and rapid
climatic changes did occur during the last ice age and
during the transition towards the present Holocene period
which started about 10,000 years ago (Figure 3.22). Those
changes may have occurred on the time-scale of a human
life or less, at least in the North Atlantic where they are
best documented. Many climate variables were affected:
atmospheric temperature and circulation, precipitation

patterns and hydrological cycle, temperature and
circulation of the ocean.

Much information about rapid climatic changes has
recently been obtained either from a refined interpretation
of existing records or from new ice, ocean and continental
records from various parts of the world. Of particular
significance are those concerning the North Atlantic and
adjacent continents such as the GRIP (Dansgaard et al.,
1993) and GISP 2 (Grootes et al., 1993) central Greenland
ice cores, numerous deep-sea core records from the North
Atlantic, and continental records (lake sediments, pollen
series, etc.) from Western Europe and North America.
These records provide descriptions of the last glacial period
and the following deglaciation. The observed rapid changes
are often large in magnitude, and thus there is considerable
confidence in their reality.
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There is evidence from these records of rapid warming
~11,500 calendar years ago. Central Greenland
temperatures increased by ~7°C in a few decades
(Dansgaard et al., 1989; Johnsen et al., 1992; Grootes et
al., 1993). There are indications of an even more rapid
change in the precipitation pattern (Alley er al., 1993) and
of rapid reorganisations in the atmospheric circulation
(Taylor et al., 1993a; Mayewski et al., 1993). Changes in
SST, associated with sudden changes in oceanic
circulation, also occurred in a few decades, at least in the
Norwegian Sea (~5°C in fewer than 40 years; Lehman and
Keigwin, 1992). During the last 20,000 years surface water
salinity and temperature have exhibited parallel changes
that resulted in reduced oceanic convection in the North
Atlantic and in reduced strength of the global conveyor belt
ocean circulation (Duplessy et al., 1992). There was also a
hiatus in the warming in the Southern Hemisphere during
the last deglaciation. The subsequent warming was much
less abrupt than in the Northern Hemisphere (Jouzel ez al.,
1995). Similar behaviour occurred in New Zealand
(Suggate, 1990; Denton and Hendy, 1994; Salinger, 1994).

There is also firm evidence of rapid warm-cold
oscillations during the last glacial (Dansgaard-Oeschger
events) in the central Greenland records (Johnsen et al.,
1992). Rapid warmings of ~5-7°C in a few decades were
followed by periods of slower cooling and then a generally
rapid return to glacial conditions. About 20 such intervals
(interstadials) lasting between 500 and 2000 years occurred
during the last glacial period (Dansgaard er al., 1993).
Their general progression was similar to the rapid changes
in North Atlantic deep-sea core records. The most
prominent of these interstadials may be associated with the
sedimentary “Heinrich” layers interpreted as reflecting
massive iceberg discharge from Northern Hemisphere ice
sheets (Bond er al., 1993; Mayewski et al., 1994; Bond and
Lotti; 1995), see Figure 3.22. These discharges occurred at
the end of the cooling cycles and were followed by abrupt
shifts to warmer SSTs.

During the last glacial period, rapid changes were also
felt over at least parts of the continents as suggested by
recently obtained records for Western Europe, North
America, and China (Grimm et al., 1993; Guiot et al.,
1993; Porter and An, 1995). Moreover, a significant
increase in methane concentration is associated with the
warm interstadials (Chappellaz et al., 1993) that may be
due to variations in the hydrological cycle at low latitudes.
This suggests that the interstadials were at least
hemispheric in their extent. Moreover, Greenland
interstadials lasting more than 2000 years have weaker and
smoother counterparts in Antarctica (Bender et al., 1994,
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Jouzel et al., 1994). Keigwin et al. (1994) and McManus et
al. (1994) found that Atlantic deep-water circulation and
surface temperatures exhibited high variability through
much of the last glacial, and that these variations were
closely related to fluctuations in the Greenland ice cores.
Keigwin et al. (1994) also report evidence from terrestrial
palaeoclimate data suggesting that the short duration events
since about 100,000 years ago were at least hemispheric,
possibly global in extent.

The GRIP central Greenland ice core suggests that
climate instability may also have been present during the
last interglacial (Eemian). This period (~115,000-130,000
years ago) was locally warmer in Greenland than the
present climate by up to 4°C but may have been interrupted
by a series of changes that began extremely rapidly and
lasted from decades to centuries. Questions about the
validity of interpretation of the GRIP Eemian changes arise
because there are significant differences between the GRIP
and the GISP 2 records for the Eemian whereas the two
cores, only 28 km apart, are in excellent agreement
throughout the Holocene and the last glacial period. The
bottom 10% of each core contains deformational features
that are likely to have disturbed their stratigraphy (Taylor
et al., 1993b; Alley et al., 1995). Comparison of the
composition of entrapped air with the undisturbed
Antarctic air composition record shows that mixing of ice
of different origin has affected the bottom part of the GISP
2 core (Bender et al., 1994). Until such an approach has
been exploited for GRIP the possibility that disturbances
simply change the apparent timing of events within the
Eemian cannot be excluded for this core.

Evidence from other sources does little, at this stage, to
determine whether or not these apparent Eemian rapid
climate changes are real. Keigwin er al. (1994) and
McManus et al. (1994) find little evidence of variability
during the Eemian. Thouveny er al. (1994) and Field et al.
(1994), however, report that pollen and rock magnetism
data from western Europe show somewhat similar changes
to the GRIP ice core record although the abrupt change
found by Field et al., may be a statistical artefact (Aaby
and Tauber, 1995). Cortijo et al. (1992) also found rapid
cooling in the ocean record during the Eemian. This may
suggest that climate changes during the Eemian were
fundamentally different in scale and area of influence,
compared to more recent events.

These rapid events are relevant to understanding current
climate because they affect on the human time-scales
important climatic variables on a large geographical scale.
However, at least some of these abrupt changes have been
attributed to the instability of an ice sheet which does not
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exist in today’s world. The relevance of past abrupt events
to present and future climate would be more convincing if
the suggested high climate variability in the Eemian was
confirmed.

Abrupt regional events also occurred in the past 10,000
years (e.g., Berger and Labeyrie, 1987). These changes,
however, have been smaller and smoother than those
during the previous glacial period. Such events are perhaps
more relevant to the estimation of the possible speed of
natural climate variations in the current climate, because of
the closer similarity of boundary conditions (e.g.,
continental positions and ice sheets) to the current
situation. It seems unlikely, given the smaller regional
changes, that global mean temperatures have varied by 1°C
or more in a century at any time during the last 10,000
years (e.g., Wigley and Kelly, 1990).

3.6.4 Summary of 3.6

Palaeoclimatic data are needed to better estimate natural
climate variability to help resolve the climate change
detection issue {(Chapter 8), and are useful for the
evaluation of climate models (Chapter 5).

Large and rapid climatic changes occurred during the
last ice age and during the transition towards the present
Holocene period, Some of those changes may have
occurred on time-scales of a few decades, at least in the
North Atlantic where they are best documented. They
affected atmospheric and oceanic circulation and
temperature, and the hydrologic cycle. There are
suggestions that similar rapid changes may have also
occurred during the last interglacial (the Eemian) period,
but this requires confirmation. The recent (20th century)
warming needs to be considered in the light of evidence
that rapid climatic changes can occur naturally in the
climate. However, temperatures have been far less variable
during the last 10,000 years (i.e., during the Holocene).

Recent studies have demonstrated that the two periods
commonly known as the Medieval Warm Period and the
Little Ice Age were geographically more complex than
previously believed. It is not yet possible to say whether,
on a hemispheric scale, temperatures declined from the
11-12th to the 16-17th century. However, it is clear that
the period of instrumental record began during one of the
cooler periods of the past millennium.,

Two views of the temperature record of the last century
are possible if this record is viewed with the longer
perspective provided by the palaeoclimatic data (Figure
3.20). On the one hand, the long-term change of
temperature could be interpreted as showing a gradual
increase from the late 16th century, interrupted by cooler
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conditions in the 19th century. Alternatively, one could
argue that temperatures fluctuated around a mean
somewhat lower than the 1860 to 1959 average (punctuated
by cooler intervals in the late 16th, 17th and 19th centuries)
and then underwent pronounced, and unprecedented (since
1400) warming in the early 20th century. Whichever view
is considered, mid-late 20th century surface temperatures
appear to have been warmer than any similar period of at
least the last 600 years (Figures 3.20, 3.21). In at least
some regions 20th century temperatures have been warmer
than any other century for some thousands of years.

3.7 Are the Observed Trends Internally Consistent?

Estimates of changes in some important climatic variables
examined earlier in this chapter, for the instrumental period
are provided in Figure 3.23. The periods over which the
changes have been estimated differ for the different
variables, reflecting the availability of credible data. The
information in the figure is meant to provide only a gross
picture of climate variations during the instrumental record.
In particular, it should not be interpreted as implying that
any changes in the climate during the instrumental period
have been linear or even necessarily monotonic.
Examination of the earlier parts of this chapter will reveal
more information, including the general absence of simple,
linear trends over extended periods, for all the variabies
included in Figure 3.23.

Not all the climatic variables exhibiting substantial
variations are represented in Figure 3.23, for simplicity.
For example, changes in extreme events are not indicated
on the schematic. There has been a clear trend to fewer
frosts and low temperatures in several widely separated
areas in recent decades. One recent circulation change is
well-documented: the rather abrupt change in ENSO and
atmospheric circulation, around 1976/77, noted in IPCC
(1990). El Nifio episodes have been relatively frequent
since that time, with only rare excursions into La Nifia
episodes (e.g., 1988/89). There have been substantial
prolonged precipitation and circulation anomalies
associated with this extended period.

The pattern of change represented in Figure 3.23 is
internally consistent. All the forms of data used to examine
climate change and variability suffer from problems of
quality and consistency, so conclusions reached on the
basis of just one form of data must always be somewhat
suspect. However, the internal consistency shown in Figure
3.23, of a warm late-20th century world, accompanied by
some changes in the hydrologic cycle, confirms the validity
of the messages from the individual forms of data. So, the
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Figure 3.23: (a) Schematic of observed variations of temperature. (b) Schematic of observed variations of the hydrologic cycle.

observed warming cannot be attributed to urbanisation
since it is also found in ocean temperatures and reflected in
indirect temperature measurements. The increased
40-70°N precipitation is reflected in increased streamflow.

Despite this consistency, it should be clear from the
earlier parts of this chapter that current data and systems
are inadequate for the complete description of climate
change. Virtually every monitoring system and data set

requires better data quality and continuity. New monitoring
systems, as well as improvements on current systems and
studies to reduce quality problems from historical data, are
required. Such improvements are essential, if we are to
answer conclusively the questions posed in this chapter.
Enormous amounts of meteorological data have been
collected and archived over the past century. Even greater
amounts will be collected, using new observing systems, in
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the future. The old and new observations will need to be
combined carefully, and comprehensive efforts made to
reduce the influence of time-varying biases in all the data,
and to protect the integrity of long-established, high-quality
observing systems and sites, if we are to obtain more
accurate and complete estimates of observed climate
change and variability.

Conventional meteorological data, both now and in the
past, were collected for weather prediction and for the
description of the current climate. They require
considerable work to ensure that they are useful for
monitoring climate variability and change. Studies are
required to ensure that adequate corrections can be made
for changes in instrumentation, exposure, etc. The
reduction of such problems in the future, as well as the
past, will require the protection of high-quality climate
observing sites.

Probably no single climate element has been studied
more than near-surface temperature over land.
Unfortunately, the present rate of decline of global data
acquisition and exchange the Global
Telecommunications System threatens estimates of near-
surface global temperature change (Karl er al., 1995a).
Historical temperature data are plagued by inhomogeneities
from changes in instrumentation, exposure, site-changes,
and time-of-observation bias. Many of these problems can
be overcome by thorough comparisons between stations
and with the help of metadata (documentation regarding
site and instrumentation changes etc.). Few countries,
however, provide adequate support for such activities.
Changes in instrumentation in recent times continue to
pose problems. Karl er al. (1995a) note, for instance, that
the introduction of a new maximum-minimum thermistor
in the USA co-operative observing network has introduced
a systematic bias. Oceanographic data suffer from a lack of
continuity. Conclusive detection and attribution of global
climate change will require an ongoing homogenous,
globally representative climate record. This needs to be
given high priority in the design and maintenance of
meteorological and oceanographic monitoring systems.

across
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SUMMARY

This chapter assesses the processes in the climate system
that are believed to contribute the most to the uncertainties
in current projections of greenhouse warming. Many of
these processes involve the coupling of the atmosphere,
ocean, and land through the hydrological cycle. Continued
progress in climate modelling will depend on the
development of comprehensive data sets and their
application to improving important parametrizations. The
large-scale dynamical and thermodynamical processes in
atmospheric and oceanic models are well treated and are
one of the strengths of the modelling approach. As
previously indicated in IPCC (1990, 1992), the radiative
effects of clouds and their linkages to the hydrological
cycle remain a major uncertainty for climate modelling.
The present report, however, goes into much more detail
than the past reports in summarising the many facets of this
question, recent progress in understanding different
feedbacks, and in the development of climate model
parametrization treating these processes. This is now a very
active research area with much that has been accomplished
since IPCC (1990).

Current climate models are highly sensitive to cloud
parametrizations, and there are not yet satisfactory means
for evaluating the correctness of such treatments. Progress
will require improved understanding, observational data
sets, sub-grid scale parametrization, and improved
modelling of the distribution of atmospheric water in its
vapour, liquid, and solid forms, and will not be achieved
quickly. Sub-grid scale parametrizations are especially
difficult to improve. The determination of cloud-dependent
surface radiative and precipitation fluxes is a significant
source of uncertainty for both land-surface and ocean

climate modelling, making attempts to assess regional
climate change problematic.

Clear-sky feedbacks involving changes in water vapour
distribution and lapse rates are also uncertain but their
global sum varies little between models. The processes
determining the distribution of upper tropospheric water
vapour are still poorly understood. Water vapour feedback
in the lower troposphere is undoubtedly positive, and the
preponderance of evidence also points to it being positive
in the upper troposphere.

A large-scale dynamical framework for treating the ocean
component of climate models is now being used for climate
change projections. Sub-grid scale parametrizations in these
models are important for surface energy exchange and the
thermohaline circulation. A new parametrization for interior
mixing appears promising in providing an improved
simulation of the global thermocline. Both high latitude and
tropical elements of ocean climate models involve important
and still inadequately represented processes. In high
latitudes, coupling to sea ice models and deep convection are
especially important. In the tropics, ocean models need to
simulate the large-scale sea surface temperature variability
of the El Nifio-Southern Oscillation systems.

Climate model treatments of land processes have
advanced rapidly since the last assessment. However, there
are lags in the validation of these models, in the
development of required data sets, in an adequate
assessment of how sub-grid scale processes should be
represented, and in their implementation in models for
climate change projection. None of the land
parametrizations include a physically based and globally
validated treatment of runoff.







Climate Processes

4.1 Introduction to Climate Processes

Climate processes are all the individual physical processes
that separately contribute to the overall behaviour of the
climate system. They are also the interactions and feedbacks
among the individual processes that determine the response
of the climate system to external forcing, including the
response to global anthropogenic forcing. There are « myriad
of such climate processes. This report is focused by the
present community experience with numerical modelling.
The success of numerical simulations of future climate
change hinges on the adequate inclusion of all the climate
processes that are responsible for determining the behaviour
of the system. A triage approach is used here; processes are
treated lightly that are already included adequately in
numerical models or those for which there is little or no
evidence supporting their importance. The present report
emphasises those processes known to contribute
substantially to the uncertainties of current numerical
simulations of long-term climate response. These all are
physical processes. Chemical and biological components are
treated in Chapters 2, 9 and 10 respectively, and at present
would be de-emphasised by the triage approach for lack of
substantial effort to include them in climate models.

A globally averaged temperature increase is the response
most easily related to global greenhouse forcing. Current
climate models project global temperature increases that
vary by over a factor of two to three for a given forcing
scenario. These differences are directly attributable to the
treatment of cloud processes, their links to the hydrological
cycle and their interaction with radiation in the models.
Indeed, individual models can give this range of answers,
depending on changes only in the cloud parametrization
(Senior and Mitchell, 1993). Thus, all the likely
contributors to the ultimate representations of cloud
processes in climate models need emphasis, as do other
aspects of the hydrological cycle and model dynamics that
interact with cloud evolution and properties.

Another current focus for climate process studies is the
evolving interpretation of the past climate record. Most
notable is that of the observed warming of about half a
degree over the last century. This is about a factor of two
smaller than conventional estimates according to models
including only trace gas increases but is consistent with the
inclusion of the expected effects of sulphate aerosols.

Observations over continental surfaces show that the
warming has been more pronounced at night than during
the day (¢f. Chapter 3). Hansen et al. (1995) have
hypothesised from a large number of numerical simulations
with a simple sector General Circulation Model (GCM)
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that the observed global trends and continental
predominance of night-time warming can be explained if
clouds and aerosol have increased over continental surfaces
with a global average radiative cooling of about half that of
the warming by greenhouse gases increase. For the same
direct radiative effects, a cloud increase would have a
larger impact on diurnal range than would dry aerosols,
since clouds not only cool during daytime but warm the
surface at night. GCM calculations by Mitchell et al.
(1995) indicate that the direct radiative effect of aerosols
alone can only partially explain the observed decrease in
diurnal range. Further progress will require understanding
the time history and distribution of anthropogenic aerosol
as well as its effects on cloud properties and its consequent
direct and indirect radiative effects.

As mentioned above, ocean surface temperatures, and
hence much of climate variability and change are strongly
influenced by net energy exchanges between the oceans and
the atmosphere. In high latitudes, sea ice is of major
significance for modifying these energy exchanges. The
possible rapid variations of the thermohaline circulation, first
suggested by Bryan (1986), indicate that rearrangements of
heat in the ocean can occur relatively quickly so that surface
temperatures can respond rapidly to changes in the
thermohaline circulation. Further, the thermohaline
circulation is particularly sensitive to changes in the high
latitude temperature and hydrology; variability on decadal-
to-millennial time-scales can arise. On somewhat shorter
time-scales, coupled atmosphere-ocean processes in the
tropics are a major source of interannual climate variability.
Therefore, dynamically active oceans are included in
coupled models for a comprehensive evaluation of the
response to increases in the radiatively active gases.

Land-surface processes are also now highlighted for
several reasons. The land surface is readily modified on the
large-scale by human activities. Such modifications may
have important regional consequences; historical land
modifications may have had larger regional climate impacts
up to now than has had greenhouse gas warming. Land-
surface processes probably are of lesser importance for the
future globally averaged temperature response to greenhouse
warming than are cloud processes, but how climate changes
over land is of the greatest practical importance to humans
and depends substantially on land-surface processes.
Furthermore, land-surface processes strongly affect the
overlying atmospheric hydrological cycle including clouds,
so they arguably will be of major importance as feedbacks
for determining changes in regional climate patterns.

This chapter identifies and assesses important processes
for incorporation into climate models for projecting climate
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change and highlights major gaps in our understanding of
these processes. These processes occur in the atmosphere,
ocean and land surface and involve their coupling through
the hydrological cycle.

4.2 Atmospheric Processes

The processes of large-scale dynamics, thermodynamics
and mass balance in the atmospheric and oceanic
components of the climate models are now included in
models with considerable confidence. This is not to imply
that the modelling of large-scale circulation and
temperature structure can be viewed as completely
successful, since it depends not only on the relatively
robust components but also on weak elements. Diagnostic
comparisons with observations of potential vorticity
transport and mixing could help improve confidence in the
treatments of large-scale dynamics. Stable dynamical
modes in which the coupled atmosphere-ocean system may
respond as part of climate change are inadequately
understood (e.g., Palmer, 1993). The hydrological cycle
and radiation budget are so intimately coupled that they
should not be treated separately. Therefore, wherever
possible in the following sections, these two aspects are
discussed together. Clear-sky water vapour feedback is first
examined, then the various feedbacks attributed to clouds
that affect the Earth-atmosphere radiative balance, then the
additional issues of surface radiative fluxes, and then
coupling to precipitation processes. The intention here is
not to describe all the physical processes operating in the
atmosphere, as that would be far too broad an approach,
but rather to focus on those processes that are especially
relevant to the various feedbacks, as identified in studies of
global warming with climate models.

4.2.1 Water Vapour Amounts

A positive water vapour feedback was hypothesised in the
earliest simulations of global warming with simple
radiative-convective models (Manabe and Wetherald,
1967). It arises for water vapour near the surface from the
strong dependence of the saturation vapour pressure on
temperature, as given by the Clausius-Clapeyron equation.
Increases in temperature are thus expected to lead to
increases in the atmospheric water vapour mixing ratio.
Since water vapour is the most important greenhouse gas,
such increases in water vapour enhance the greenhouse
effect; that is, they reduce the thermal infrared (long-wave)
flux leaving the atmosphere-surface system, providing a
positive feedback amplifying the initial warming. This
feedback operates in all the climate models used in global
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warming and other studies. However, intuitive arguments
for it to apply to water vapour in the upper troposphere are
weak; observational analyses and process studies are
needed to establish its existence and strength there.

Changes in the vertical decrease of temperature with
altitude change surface temperature for a given radiative
balance and are known as “lapse rate feedback”. Changes
in lapse rate act as an additional feedback that can also be
substantial and that generally oppose the water vapour
feedback. The sum of the water vapour and lapse rate
feedbacks comprise the clear-sky feedback. Cess et al.
{1990) show that the magnitude of the clear-sky feedback
is very similar in a wide range of models. However, the
partitioning between lapse rate and water vapour feedback
may vary substantially between models (Zhang et al.,
1994) depending on how convection is parametrized and
may depend on the time-scale of the climate change or
climate fluctuations considered (Bony et al., 1995).

The consensus view that water vapour provides a strong
positive feedback has been challenged by Lindzen (1990),
who emphasised the sensitivity of the water vapour
feedback to poorly understood processes, such as the
profile of cumulus detrainment and the related distribution
of water vapour in the upper troposphere. Water vapour is
physically most closely controlled by temperature in the
lower troposphere, and by transport processes in the upper
troposphere. Both regions contribute comparably to the
water vapour greenhouse effect.

How upper tropospheric water vapour is distributed and
varies with other climate parameter variations is best
studied with satellite data (e.g., Soden and Bretherton,
1994). Soden and Fu (1995) relate climatic variations of
upper tropospheric water vapour to clear-sky long-wave
radiation and to moist convection indicated by the
International Satellite Cloud Climatology Project (ISCCP),
over a five-year period. These are shown to be highly
correlated in the tropical half of the world but uncorrelated
outside the tropics. Thus, these data support the
conventional view that in the tropics, water vapour is
supplied to the upper troposphere primarily by moist
convection, They find that this result is maintained, even
averaging over the whole tropical belt of 30°S-30°N, and
so conclude that the net effect of convection is moistening
even allowing for compensating regions of subsidence.
Chou (1995) in a case study with two months of data
(April 1985 and 1987) over 100°W-100°E infers a
somewhat contradictory conclusion that increased
convection in the tropics leads to a net reduction in the
atmospheric clear-sky greenhouse effect and hence a net
drying.
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Soden and Fu show that occurrence of tropical
convection in the Geophysical Fluid Dynamics Laboratory
(GFDL) GCM has a very similar correlation with upper
tropospheric water vapour as observed, suggesting that the
model captures the essential upward transport processes of
water in the tropics. Sun and Held (1995), on the other
hand, show that for specific humidities averaged over the
tropics, the correlation with surface values declines with
height to much smaller values for observed data than in the
same model. As they discuss, lack of radiosonde coverage
over the eastern and central Pacific may throw into
question their observational analyses.

Detailed process studies of cumulus detrainment and of
the water budget in mesoscale cumulus convection are also
being made through field experiments, to provide a more
solid physical basis for testing the GCM treatments of
water vapour. Lau er al. (1993) used the Goddard Cumulus
Ensemble model (GCEM) to investigate the water budget
of tropical cumulus convection. Their results on changes in
temperature and water vapour induced by surface warming
are in agreement with those from GCMs which use only
crude cumulus parametrizations.

The details of water vapour feedback in the extra-
tropical upper troposphere are also poorly characterised
observationally. In the extra-tropics, the relative
contributions to upper tropospheric water vapour of lateral
transport from the tropics, versus upward transport by
large-scale motions or by moist convection are poorly
known. Lacis and Sato (1993) showed, in the Goddard
Institute for Space Science (GISS) GCM, that the water
vapour feedback was almost as strong at middle and high
latitudes as it was at low latitudes. Pierrehumbert and Yang
(1993) have emphasised the potential small-scale
complexity of latitudinal exchanges of water vapour by
large-scale eddies at high latitudes, and Kelly er al. (1991)
have shown some observational evidence for temperature-
dependent large-scale high latitude exchanges of water
vapour creating a hemispheric asymmetry in upper
tropospheric water vapour at these latitudes. Del Genio et
al. (1994) find, for the GISS model, that large-scale eddies
dominate the seasonal variation of upper troposphere water
vapour outside the tropical rainbelt.

Feedback from the redistribution of water vapour remains
a substantial uncertainty in climate models. That from the
lower troposphere seems least controversial. Much of the
current debate has been addressing feedback from the
tropical upper troposphere, where the feedback appears
likely to be positive. However, this is not yet convincingly
established; much further evaluation of climate models with
regard to observed processes is needed.
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Somewhat independent of feedbacks affecting top of the
atmosphere long-wave fluxes, water vapour in the lower
troposphere affects the long-wave contribution to surface
radiation. This feedback has lately been emphasised as
contributing somewhat to a reduction in diurnal
temperature range with increasing water vapour
concentrations from global warming (Mitchell er al., 1995).

4.2.2 Cloud Amounts

The first cloud feedback to be studied in detail in global
models involves changes in cloud amounts. These can be
extremely complicated because of the many different types
of clouds, whose properties and coverage are controlled by
many different physical processes, and which affect the
radiation budget in many different ways. In the global and
annual mean, clouds have a cooling effect on the present
climate (the surface and atmosphere), as evaluated from the
Earth Radiation Budget Experiment (ERBE) and other
satellite measurements. That is, the 31 Wm™2 enhancement
of the thermal greenhouse effect is exceeded by a 48 Wm™
increase in the reflection of short-wave radiation to space
(Ramanathan ez al., 1989). But there are large variations in
the net cloud forcing with geography and cloud type;
indeed some clouds contribute a net warming. For low
clouds, the reflected short-wave dominates so that an
increase in amount would cool the climate and be a
negative feedback on global warming. But thin tropical
cirrus clouds are much colder than the underlying surface
and act more to enhance the greenhouse effect, so an
increase in the amount of this cloud type would be a
positive feedback.

Climate model simulations of global warming have
found the tropical troposphere to become higher and, in
most models, the amounts of high cloud to increase. This
increase (which depends on the somewhat uncertain
changes of water vapour and relative humidity) enhances
the greenhouse effect and produces a positive feedback
(e.g., Wetherald and Manabe, 1988; Mitchell and Ingram,
1992). However, its importance relative to other changes in
cloud amounts and the detailed changes in the three
dimensional cloud distribution, varies significantly
between models.

Until recently, climate models have used cloud
prediction schemes based largely on presumed relationships
between cloud amount and relative humidity and giving
cloud amount as the only parameter. Such schemes
introduce or remove condensed water instantaneously in
amounts that are prescribed or depend only on temperature.
Many modelling groups are now moving to prognostic
cloud water variables that explicitly determine the amount



202

of liquid water in each grid cell (e.g., Sundqvist, 1978; Le
Treut and Li, 1988; Sundqvist et al., 1989; Roeckner et al.,
1990; Smith, 1990; Ose, 1993; Tiedtke, 1993; Del Genio et
al., 1995; Fowler et al., 1996). The predicted cloud water
may vary more smoothly, persisting for hours after the
agencies that formed it have ceased (as is especially true for
cirrus); it can be used to determine interactively the optical
properties of the clouds, as well as the precipitation rate. A
prognostic cloud water variable thus improves a model’s
physical basis, but not without considerable difficulties,
including proper representation of mixed-phase clouds (e.g.,
Senior and Mitchell 1993) and various numerical issues.

Some features of this new approach for predicting clouds
are:

* Prediction of the condensed water and its partitioning
between liquid and ice (Sundqvist, 1978; Li and Le
Treut, 1992). Separate treatment of the liquid and ice
cloud particles is important, because they undergo
significantly different microphysical and
thermodynamical processes and have different
optical properties. The transition of water to ice is a
critical process and empirically dealt with in some of
the latest models.

* Action of cumulus clouds as liquid and/or ice sources
for the stratiform clouds in some models (e.g., Ose,
1993; Tiedtke, 1993; Del Genio et al., 1995; Fowler
et al., 1996). This important physical link between
two types of cloud systems and its explicit
incorporation into GCMs may mark a significant step
forward in cloud parametrization.
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Figure 4.1: Diagram illustrating prognostic variables in a cloud
microphysics scheme, and the processes that affect them.
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» Physically based parametrization of the various cloud
microphysical processes, such as the evaporation of
cloud water and ice to water vapour in subsaturated
air, conversion of cloud water and ice to rain and
snow in supersaturated air, and parametrization of
cloud droplets and ice crystals depending on cloud
condensation nuclei (CCN) and ice nuclei. Figure 4.1
schematically illustrates some of these processes. For
example, cumulus detrainment can produce small ice
crystals that combine to make larger falling
snowflakes. The snow falling through a warm lower
atmosphere will melt to become rain, although ice
and liquid may coexist in a range of temperatures
whose width is somewhat uncertain. The efficiency
of the so-called Bergeron-Findeisen mechanism in
this range of coexistence has a decisive impact on
how effective the release of precipitation is in the
cloud. As a consequence, this mechanism strongly
influences the resulting amount of cloud water, and
indirectly the optical properties of the cloud.

* Physically based parametrization of the cloud optical
properties and fractional cloud amount. It is far from
obvious how to determine the cloudy fraction of a
GCM grid-box; this cloud fraction depends on the
sub-grid scale distribution of the water and ice
contents (e.g., Kristjansson, 1991; Kvamstg, 1991).
The dependence of cloud optical properties on sub-
grid scale spatial heterogeneity and mixed phases
remains an important problem.

The new generation of cloud parametrization has led to
some improvements in simulations of the Earth’s radiation
budget (e.g., Senior and Mitchell, 1993; Del Genio et al.,
1995; Fowler and Randall, 1996). Comparisons of the
global distribution of simulated cloud water and ice
concentrations against observations are problematic.
Although satellite observations of the macroscopic
distribution of total-column liquid water content are
available over the oceans (Njoku and Swanson, 1983;
Prabhakara er al., 1983; Greenwald er al., 1993), these
show substantial differences, possibly a result of different
algorithms (Lin and Rossow, 1994). Also, observations of
macroscopic ice water content are lacking. Field data for
local cloud ice measurements have been obtained in
regional experiments such as the First ISCCP Regional
Experiment (FIRE) (Heymsfield and Donner 1990) and the
International Cirrus Experiment (ICE) (Raschke et al.,
1990), but these are very difficult to convert into
macroscopic averages.
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High clouds

High clouds are very effective in trapping outgoing long-
wave radiation, and so tend to warm the Earth. The net
radiative effect on climate of anvils and cirrus clouds
associated with deep convection in the tropics is near zero
(e.g., Ramanathan et al., 1989) because short-wave cooling
and long-wave warming nearly cancel each other. The
solar cooling acts mainly at the Earth’s surface; however,
how much is absorbed rather than reflected by clouds is
currently controversial, as discussed in Section 4.2.6.
Long-wave warming by anvils and cirrus clouds associated
with deep convection in the tropics acts mainly on the
atmosphere and can influence the general circulation of the
atmosphere (Slingo and Slingo, 1988; Harshvardhan ez al.,
1989).

Recent work has led to simple ice crystal scattering
parametrizations for climate models (Ebert and Curry,
1992; Fu and Liou, 1993). Improvements may be needed to
account for ice crystal size and shape effects, especially as
climate models develop the capability to compute crystal
sizes and realistic distributions of the ice water path.
Comparison of cirrus properties from [SCCP with those
generated by GCM parametrization using observed large-
scale dynamic and thermodynamic fields from operational
analyses shows encouraging agreement in the spatial
patterns of the cirrus optical depths (Soden and Donner,
1994). However, determining cirrus modification of net
radiative fluxes to the accuracies desirable for climate
models may require accuracies in measurement of cirrus
cloud temperature, ice water content and/or scattering
properties that, in some cases, are beyond current
observational and computational abilities (Vogelmann and
Ackerman, 1996), suggesting that improved accuracies in
these will be needed for climate studies.

Middie clouds

Frontal cloud systems are major sources of precipitation
and cloud cover in the mid-latitudes. Climate models are
incapable of explicitly resolving frontal circulations,
although they do resolve “large-scale” cloud cover and rain
associated with these systems. However there is a dearth of
observations over the ocean and generally in the Southern
Hemisphere to validate the microphysical parametrizations
used to calculate the radiative and precipitation processes
with these mid-level clouds (Ryan, 1996).

Low clouds

The marine stratocumulus clouds that commonly occur on
the eastern sides of the subtropical oceans (e.g., Hanson,
1991) are important for their solar reflection (e.g., Slingo,
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1990), and are, at present, under-predicted by many
atmospheric GCMs. Similar clouds occur in the Arctic in
summer (e.g., Herman and Goody, 1976), as well as over
the mid-latitude oceans (Klein and Hartmann, 1993). They
must be simulated successfully in order to obtain realistic
sea surface temperature (SST) distributions in coupled
atmosphere-ocean models (e.g., Robertson et al., 1995).

Low clouds, such as marine stratocumulus, are favoured
by strong capping temperature inversions (e.g., Lilly, 1968;
Randall, 1980; Klein and Hartmann, 1993) as, for example,
when a subsidence inversion associated with a subtropical
high pressure cell confines moisture evaporated from the
ocean within a thin, cool marine layer. At the same time,
the radiative cooling associated with the clouds helps to
maintain such inversions by lowering the temperature of
the cloudy air. Turbulent entrainment, driven in part by
radiative destabilisation, also maintains the inversion.
Under suitable conditions, an external perturbation that
reduces the SST favours a change in cloudiness that further
reduces the SST (e.g., Hanson, 1991).

The positive feedback maintaining low clouds may be
suppressed by various dynamical processes. Mesoscale
circulations are forced in the marine boundary layer by the
strong cloud-top radiative cooling that, in turn, breaks
stratiform clouds into mesoscale cloud patches (Shao and
Randall, 1996). Such broken clouds allow more solar
radiation to warm the sea surface. Furthermore,
temperature, moisture, and the subsidence rate of the
subsiding air above the inversion may be changed to
weaken the inversion (Siems ef al., 1990), thus increasing
the likelihood of the stratiform clouds breaking up
(Deardorff, 1980; Randall, 1980). Still controversial are
details of the criteria and relative importance of other
mechanisms, such as drizzle, absorbed sunlight, and
entrainment decoupling that might detach planetary
boundary layer (PBL) clouds from the surface (Kuo and
Schubert, 1988; MacVean and Mason, 1990; Siems er al.,
1990).

Since subsiding air in the subtropics is connected to the
sinking branch of a Hadley cell, subtropical boundary layer
cloud properties may be partly determined by remote
processes. A model with inadequate dynamical coupling to
other regions may exaggerate the strength of the low cloud
feedback and have a tendency to produce excessive low-
level cloudiness. Coupled atmosphere-ocean models may
be particularly susceptible because they have the ability to
produce negative SST anomalies in response to increases in
low-level cloudiness. On the other hand, over-emphasis of
coupling to other regions may lead the feedback to another
positive loop. Miller and Del Genio (1994) found in a
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version of the GISS GCM that the reduced low cloud
amount led to stronger surface solar radiation, therefore a
warming of the subtropical sea surface, and a further
reduction in low cloud amount. The initial reduction of low
cloud amount was due to the temperature changes at
remote grid points, apparently weakening the inversion.
They found this mechanism to give oscillations with
periods on the order of a few decades. They are
appropriately cautious about concluding that the feedbacks
in the GISS model also operate in the real climate system,
but suggest that positive cloud feedback could enhance
variability.

Arctic clouds

Clouds are the dominant modulators of the Arctic radiation
climate, affecting sea ice characteristics such as
temperature, albedo and ice volume, (Curry and Ebert
1990, 1992), and so indirectly possibly altering the rate of
sea ice transport to the North Atlantic. Sea ice and related
high latitude physical processes including Arctic cloud
formation are incorporated into current models with many
unverified assumptions, so that the reliability of the
simulated Arctic climate change scenarios is not high and
the model-to-model differences are not surprising.

Ingram ez al. (1989) used the UK Meteorological Office
climate model to investigate the sea ice feedback on
greenhouse warming. They performed sensitivity tests with
prescribed, fixed sea ice distributions and compared their
results with those of a simulation in which the sea ice
distribution was permitted to change in response to climate
change. They found that cloud-ice feedbacks were very
important; the clouds obscure surface albedo exchanges,
thus minimising their effects.

4.2.3 Cloud Water Content

As already noted, the climate models used for the first
studies of global warming ignored the possibility of
changes in cloud-water content, but are now beginning to
include cloud formulations which explicitly predict the
liquid- and ice-water content. The distinction between
liquid-water and ice is important, not only for
thermodynamic reasons but also because of differing
radiative properties. The need to include formulations of
cloud water and ice comes in part from the strong
dependence of the short-wave, and for high clouds, long-
wave radiative properties on water content and the
possibility that the latter will change during global
warming. Rennd et al. (1994) suggest that climate is
sensitive to cloud microphysical processes and in
particular, precipitation efficiencies.
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Liquid water feedback might be substantially negative,
as was emphasised by the simple radiative-convective
model study carried out by Somerville and Remer (1984).
Subsequently, a different sign for this feedback was
inferred in a GCM by Roeckner et al. (1987) through a
large increase in the long-wave greenhouse effect from thin
cirrus clouds. The complexity of such cloud feedbacks is
further illustrated by the studies of Li and Le Treut (1992)
and Taylor and Ghan (1992).

In climate change studies with the UK Meteorological
Office (UKMO) GCM, Senior and Mitchell (1993) found
that in a warmer atmosphere, water clouds (lasting longer
because of slower fall rates) replace ice clouds in the mixed
phase region and hence cloud amount, especially at low
and mid-levels, is increased. This “change of phase”
feedback led to larger cloud amounts and to an increased
short-wave cloud cooling with a warming climate.
Consequently climate sensitivity was reduced with a 2.8°C
warming in response to a doubling of CO,, in comparison
with an older relative humidity dependent cloud scheme
where the global mean warming was 5.4°C. The inclusion
of interactive cloud radiative properties further reduced the
global mean warming to 1.9°C. In regions where cloud
amount increased, the optical depth also increased. The net
cloud feedback in this experiment was negative.

Changes in the long-wave cloud feedback depend on the
representation of clouds in the model (Senior and Mitchell,
1995). A sensitivity experiment, in which the assumed
statistical distribution of cloud water in a grid box is
changed, produced a slightly improved validation of
radiative fluxes against ERBE data (Barkstrom, 1984), but
increased the climate sensitivity of the model from 3.4°C to
5.5°C (Senior and Mitchell, 1995). The effect of the change
was to reduce high cloud amount for a given cloud water
content. The reduced high cloud amount led to a much
smaller “change of phase” feedback and so a higher
climate sensitivity.

Several of the GCMs incorporate new cloud
microphysics parametrizations for stratiform clouds and
consequently produce weak negative cloud feedbacks in
the climate sensitivity experiments reported by Cess ef al.
(1996). For example, the new version of the GISS GCM
(Del Genio et al., 1995) contains a prognostic cloud water
parametrization and incorporates interactive cloud optical
properties. When subjected to globally uniform increases
and decreases of SST, the new model’s climate sensitivity
is only about half that of the earlier GISS model, and its
cloud feedback is slightly negative as opposed to the
substantial positive cloud feedback in the earlier model.
This change in the cloud feedback is largely a result of a
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dramatic increase in both the cloud cover and cloud water
content of tropical cirrus anvil clouds in the warmer
climate. This result is sensitive to the type of climate
experiment conducted. Tests with an SST perturbation that
reduces the tropical Pacific SST gradient and weakens the
Walker circulation give a higher climate sensitivity (Del
Genio et al., 1995).

The crude nature of current parametrization of
detrainment of cumulus ice and the sensitivity to this term as
discussed above, suggest that this may be an important area
for future work in cloud parametrization. Low-level clouds
may not produce the large negative feedback that is
characteristic of models with only temperature-dependent
cloud water because increasing cloud water content in a
warmer climate could be offset by a decreasing geometric
thickness of these clouds. This is consistent with the
behaviour of satellite-derived optical thickness in the 1ISCCP
data set (Tselioudis et al., 1992). Thus the sign of the cloud
liquid-water feedback in the real climate system is still
unknown. Further study will be needed to reach the goal to
determine the overall sign and magnitude of the real world’s
cloud feedback, as clond feedback varies considerably with
cloud type and geography and presumably with time.
Nevertheless, the results from the new models provide
valuable new insight into the physical issues that must be
confronted before this goal can be achieved.

4.2.4 Cloud Particle Size

Studies of the effects of possible changes in cloud particle
size on global warming integrations are at an early stage,
but mechanisms by which changes might occur have been
suggested. Cloud drops are formed by condensation on
submicron diameter hygroscopic aerosol particles, which
are present throughout the troposphere. The concentrations
of CCN are highly variable and are influenced by air
pollution as well as by natural processes as addressed in
Chapters 3 and 4 of IPCC (1994) and Sections 2.3 and 2.4
of this report. The number of nuclei available has a strong
effect on the number of cloud particles formed, and this in
turn affects both the cloud optical properties and the
likelihood of precipitation. Changes in the CCN
concentration might alter the number of cloud drops that
can grow, and hence alter the mean radius for a given
liquid-water path. Some parametrization are attempting to
represent the effects of nuclei availability on cloud particle
number density and cloud particle size.

Twomey et al. (1984) noted that pollution produced by
burning fossil fuels consists not only of carbon dioxide
(CO,) but also sulphur dioxide (SO,), the gaseous
precursor of sulphate aerosols, and that cloud drop sizes
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may be sensitive to changes in sulphate aerosol
concentrations. Increased pollution could therefore increase
the number of these CCN, increase the number of cloud
drops, and hence reduce the mean particle size (provided
that the water content does not change). This would
increase the cloud optical thickness and hence the cloud
albedos, leading to a cooling influence on climate. Efforts
to include effects of sulphate aerosols from pollution in
climate model cloud parametrization have been reported by
Ghan et al. (1993, 1995), Jones et al. (1994), Boucher et al.
(1995) and Boucher and Lohmann (1995). Kiehl (1994)
argues that the difference between continental and oceanic
cloud droplet sizes needs to be accounted for in
determining climate model cloud albedos.

Charlson er al. (1987) suggested that the primary source
of sulphate aerosol and hence CCNs over the ocean
involves biological organisms, so that much of the sulphate
aerosol over the remote oceans comes not from pollution
but from dimethylsulphide (DMS), excreted by marine
phytoplankton (discussed further in Section 10.3.4).
Charlson et al. discussed the possibility of a regulation of
the climate system by such marine organisms. Attempts to
establish the details of processes by which this regulation
might occur have not been successful, and there is no
observational evidence that DMS sources would change
with climate change.

Relatively shallow clouds may develop drizzle. This
drizzle production depends on cloud depth, cloud liquid-
water content and CCN distribution, as well as on cloud
dynamics and lifetime. Drizzle depletes the cloud liquid-
water, and reduces the cloud reflectivity. Below the cloud
the drizzle may evaporate and cool the air, thus possibly
leading to a decoupling of the cloud from the air below. If
future anthropogenic emissions of SO, increase, thus
leading to more CCN, then cloud droplets may become
more numerous and smaller. This will likely impede drizzle
production and possibly lead to longer cloud lifetimes.

4.2.5 Model Feedback Intercomparisons

The intercomparison reported by Cess er al. (1990) of
climate models’ response to changing the SST by *£2°C
provided a snapshot of the feedbacks operating in GCMs at
that time. The models agreed in the magnitudes of the clear-
sky feedbacks, as noted earlier, but cloud feedbacks varied
considerably and were responsible for a threefold variation
in the overall climate sensitivity between the participating
models. This exercise has recently been repeated by Cess et
al. (1996), who find that the disparity between the models
has been reduced significantly (Figure 4.2). The most
notable change is the removal of the largest (positive) values
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of cloud feedback. A detailed analysis of the reasons for this
convergence has not yet been made. A small, overall cloud
feedback can result from a cancellation of much larger
feedbacks of opposite signs in the long-wave and short-wave
regions of the spectrum. These components of the overall
feedback vary considerably between the models. In addition,
several modelling centres have produced a wide range of
cloud feedbacks from slightly different cloud
parametrizations in the same model. Hence, the convergence
found by Cess et al. (1996) may not represent a reduction in
the uncertainty of the magnitude of the cloud feedback. The
idealised SST perturbation applied in these comparisons is
very different from the more complex patterns obtained in
coupled model simulations of global warming, and
consequently the cloud feedback produced by a model
forced by the £2°C SST perturbation might be completely
different from that found in global warming simulations
(Senior and Mitchell, 1993). These intercomparisons may
provide only limited guidance as to the cloud feedback to be
expected during greenhouse warming.

2'Ot_llllllllllllllllll 30
1990 models B
Q
LWL
[
Q
bl
.
oo—lo~—§:§§u.—=wooan.—loo'5
LEQOZFZZICNZII A IO ESZEZ S
2°3288g°90L=sRRoT3s*5d¢K
$0 3] 8565 833
Q 0
I3} o
(b)
2'Olllllllllllllllllili30
= Current models B
15 {25
O]
@10+ —20 %
L [
LT 1 O
S <
<05 15 4
L -
0.0 1.0
_OISOVOINV 1 1 1 1 1 L L 1 1 | 1 05
= Qo D LL 123
t8332£88z232:£28¢835¢
@ © g5 8 5 36 % = >3
%) wom
© Model

Figure 4.2: (a) The cloud feedback parameter, ACRF/G, as
produced by the 19 atmospheric GCMs used in the Cess et al.
(1990) study, where ACRF is the Wm2 due to cloud changes and
G is the overall Wm2 change, both as a result of the prescribed
SST change. (b) The same as (a) but for the Cess er al. (1996)
study.

Climate Processes

A further intercomparison that gives insights into the
impact of differences between cloud simulations in models
is provided by Gleckler et al. (1995). They analysed the
ocean energy transports implied by the ensemble of GCMs
participating in the Atmospheric Model Intercomparison
Project (AMIP) (Gates, 1992). The models were run for ten
simulated years, using prescribed seasonally and
interannually varying SST and sea ice distributions, as
observed for the years 1979 to 1988. The models calculated
the net radiation at the top of the atmosphere and the net
energy flux across the Earth’s surface.

The pattern of ten-year-averaged net radiation at the top
of the atmosphere implies a pattern of total energy
transport inside the system, since there is a net energy input
in some parts of the world, and a net energy output in other
parts, giving a global total very close to zero. This energy
transport is accomplished by the circulation of the
atmosphere and of the oceans. A pattern of ocean
meridional energy transports is implied by the ten-year
averages of the net ocean surface energy flux for each
atmospheric GCM.

The implied ocean energy transports 7, are represented
by the thin lines in the upper panel of Figure 4.3. The grey
stippling shows the range of observationally derived upper
and lower bounds of T, (¢f. Trenberth and Solomon, 1994,
for the most recent observational study). Most of the
simulations imply ocean energy transports that differ
markedly from those inferred from observations,
particularly in the Southern Hemisphere, where the implied
1, for many of the models is towards the equator.

Gleckler er al. (1995) determined the total meridional
energy transport by the atmosphere and ocean combined,
denoted by T, ,, from the simulated ten-year averages of
the top-of-the-atmosphere net radiation for each model.
They then determined the simulated atmospheric energy
transport, T, by subtracting the ocean transport from the
sum of the ocean and atmosphere transport. Finally, they
computed a “hybrid” value of 7,, denoted by T, hybrid» DY
subtracting each model’s simulated T, from the ERBE-
observed T, - This “hybrid” combines the simulated T',
with the observed 7, . The results for T, hybrid ar¢ shown
in the lower panel of Figure 4.3. On the whole, the various
curves for 7, hybrid bear a much closer resemblance to the
observations than do the model curves, indicating that the
simulated atmospheric meridional energy transports are
relatively realistic in most cases. Evidently, improved
cloudiness parametrization and improved simulations of
the effects of clouds on the radiation budget are needed to
improve oceanic forcing in coupled atmosphere-ocean
models.
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Figure 4.3: Ocean meridional energy transport from models and
observations (a) model results from a range of atmosphere GCMs,
derived from the ten-year averages of their implied net surface
energy flux (thin lines); bounds on observed ocean transport
(shaded area); model results from Semtner and Chervin (1992) in
a numerical simulation of the general circulation of the oceans,
forced with the observed atmospheric climate (dashed line). (b)
As in (a), except that the thin lines show the “hybrid”ocean
transport (see text).

4.2.6 Coupling of Clouds with the Surface

The effects of clouds on net solar radiation at the top of the
dtmosphere are largely mirrored in the eftects of clouds on
surface solar radiative fluxes. The uncertainties-in the input
of solar radiation to ocean and land models are a major
source of uncertainties in determining the regional and
global respounse to increasing greenhouse gases. Long-
wave radiation would appear to be a smaller source of
error, except in high latitudes, because of the atmosphere’s
large opacity to long-wave, even without clouds. In any
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case, the surface solar fluxes are more easily estimated
from remote sensing since long-wave fluxes depend on
cloud bases which are not easily seen from space.

Clouds are sensitive to the changes of both atmospheric
circulation and the surface boundary conditions. Small
changes in the surface boundary layer can cause substantial
differences in convective clouds over the tropical oceans
(e.g., Fu er al., 1994). However, a change of large-scale
circulation can modify atmospheric conditional instability
and thus clouds, even without a change at the surface (Lau
et al., 1994; Fu et al., 1996). Because the prediction of
future cloud changes depends on the correctness of these
responses in GCM cloud schemes, more stringent tests,
using satellite and in situ observations, are needed to
ensure that the observed sensitivities of clouds to the
changes of atmospheric circulation and surface conditions
are adequately simulated in GCMs.

Consideration of ocean surface-atmosphere interactions
have led to a controversial hypothesis. Figure 4.4
schematically illustrates what is known as the Thermostat
Hypothesis (Ramanathan and Collins, 1991). If a positive
SST perturbation leads to an increase in surface
evaporation and moisture convergence (Lindzen and
Nigam, 1987) then the increased moisture supply induces
more convection, which leads to the formation of more
high, bright clouds, which reflect more solar energy back
to space. The resulting reduction in the solar radiation
absorbed at the sea surface thus acts to dampen the
postulated positive SST perturbation. The initial
perturbation might be the climatological differences
between east and west Pacific, or warming of the east
Pacific associated with El Nifio, or overall SST increases
associated with greenhouse warming. Similar mechanisms
would not necessarily apply to all these situations.

To support their idea, Ramanathan and Collins presented
observational evidence that SST fluctuations associated
with El Nifio are accompanied by changes in the solar
cloud radiative forcing (CRF) that would tend to dampen
the SST fluctuations regionally. Where the ocean warms,
the solar radiation reaching the sea surface diminishes, and
where the ocean cools, the increased solar radiation tends
to warm it. Ramanathan and Collins argued that convection
and high bright clouds increase when the SST increases to
about 30°C. They suggested that the increased solar cloud
forcing associated with deep convection might act to
prevent much higher SSTs.

Although Ramanathan and Collins explicitly discussed
only regional climatological effects, their paper has been
widely interpreted as suggesting that the global surface
temperature of the Earth may also be limited in this way.
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Figure 4.4: The “Thermostat Hypothesis™” of Ramanathan and
Collins (1991). An external perturbation leads to an increase in
the SST, either locally or globally. The signs in the diagram are
“+” for amplification of the next term in the loop and “—" for
reduction. Increased SST promotes stronger evaporation and

moisture convergence, which then lead to more vigorous
convection. The convection generates high, bright clouds, which
reduce the insolation of the ocean, thus counteracting the external
perturbation. This is, therefore, a negative feedback and indicated
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by the circled “—".

This Thermostat Hypothesis has been very controversial
and remains an active research topic. It has been criticised
by Wallace (1992), Hartmann and Michaelson (1993) and
Lau et al. (1994) for failure to recognise the importance of
regional effects associated with large-scale dynamics, and
also for under-emphasising the tendency of surface
evaporation to cool the oceans. Several critical papers have
emphasised a more conventional view of the tropical
energy balance (e.g., Pierrehumbert, 1995). Fu ef al. (1992)
have argued on the basis of satellite data that the strong
regional cloud radiative forcing anomalies associated with
El Nifio average to near zero over the tropics as a whole.
The reality of locally negative short-wave cloud radiative
forcing anomalies in response to local positive SST
anomalies in the central tropical Pacific is apparent, but the
importance of such short-wave cloud radiative forcing
anomalics relative to other processes, and also their
importance for the globally averaged surface temperature,
are still in dispute.

Miller and Del Genio (1994) found, with their version of
the GISS GCM, that a negative tropical evaporation
anomaly resulted in a warming of the SST, leading to
enhanced convection and rainfall. This convection
decreased the solar radiation incident on the sea surface,
and, not unlike the Thermostat Effect envisioned by
Ramanathan and Collins (1991), dampened the initial
warming of the sea surface. Spectral analysis of the model
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results showed that this mechanism led to oscillations with
periods on the order of years up to a decade.

Three recent papers argue that clonds absorb much more
solar radiation than current physical understanding and
radiation codes would allow. Suggestions that some clouds
absorb more short-wave radiation than can be accounted
for on the basis of the known radiative properties of water
and ice have appeared at various times in the literature over
several decades (see the review by Stephens and Tsay,
1990). This possibility has been invoked by Ramanathan et
al. (1995), in the context of the West Pacific warm pool.
According to their results, the effect of clouds on short-
wave radiation at the surface needs to be 50% more than
that at the top of the atmosphere, whereas current radiation
schemes predict an enhancement of less than 20%. The
implication is that the clouds are absorbing several times
more short-wave radiation than previously believed.
Ramanathan ez al. do accept that, by making “extreme (but
plausible)” changes to their numbers, it is possible to close
the heat budget without recourse to anomalous absorption.
However, the companion paper by Cess et al. (1995)
claims that the anomalous absorption is a global
phenomenon, showing evidence from a wide variety of
locations to support the 50% enhancement required by
Ramanathan ef al. This enhancement was also obtained by
Pilewskie and Valero (1995) in an analysis of observations
from research aircraft in the tropics.

A global enhancement of the magnitude proposed by
Ramanathan is in conflict with many other documented
studies with research aircraft where the measured
absorption was not substantially different from the
theoretically predicted value (Stephens and Tsay, 1990).
Additionally, a critical examination of the anomalous
absorption papers has revealed major flaws in the analysis
methods which appear to invalidate the conclusions
(Stephens, 1995). Hayasaka er al. (1995) have concluded
“that the anomalous absorption pointed out by aircraft
observations in previous studies does not exist”. An
extensive survey of surface and satellite data (Li et al.,
1995a; Whitlock et al., 1995) suggests that short-wave
budgets are unlikely to be in error by more than 15 Wm™.
Li et al. (1995b) carried out extensive analyses of data
“following the same methodologies” as Cess et al. and
Ramanathan er al. They do not find anomalous absorption
except possibly in the tropics where the data are most
uncertain. The disagreement with Cess et al. is attributed to
the use of different data sets, not due to different
methodologies. Thus, at present, the evidence is weak for
the claim that clouds absorb substantially more short-wave
radiation than is predicted by models.
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4.2.7 Precipitation and Cumulus Convection

Cumulus convection provides very rapid mass, energy, and
momentum exchanges between the lower and upper
troposphere. Much of the precipitation that falls to Earth is
produced during this convective overturning, and a
substantial fraction of the cloudiness in the tropics is
produced by cumulus convection, either directly in the
cumulus clouds themselves, or indirectly in the cirrus and
other debris that cumuli generate. The proper treatment of
these processes in climate models is still far from
established. Errors in treating momentum exchange may
seriously affect surface winds in the tropics and hence
coupling to ocean models.

Cumulus convection is a manifestation of a buoyancy-
driven instability that occurs when the vertical decrease of
temperature is sufficiently rapid (i.e., when the “lapse rate”
of temperature is sufficiently strong) and, at the same time,
sufficient moisture is available. Because of the latter
condition, cumulus instability is often called “conditional
instability”. The degree to which buoyancy forces can
drive cumulus convection thus depends on both the lapse
rate and the humidity. The time-scale for convective
release is on the order of an hour — very short, compared to
the multi-day time-scale of large-scale weather systems.
This disparity of time-scales implies that ensembles of
cumulus clouds must stay nearly in balance with large-
scale weather systems. If a large-scale motion system or
surface heating tries to promote cumulus instability,
convection releases the instability restoring the system to a
near-neutral state almost as rapidly as the instability is
generated.

“Large-scale precipitation” refers to a somewhat old-
fashioned but still widely used parametrization forming
stratiform clouds such as cirrus or stratus and the
accompanying precipitation that occurs when the mean
state relative humidity reaches or tries to exceed a
threshold value, such as 100%. Although generally larger
than cumulus clouds, these systems are still typically sub-
grid scale in climate models. Some such schemes
accordingly include a sub-grid scale distribution of
humidities, so that precipitation occurs with mean state
relative humidities <100%. Relative humidities exceeding
the threshold can be produced, for example, by large-scale
rising motion which leads to adiabatic cooling and a
decrease of the saturation mixing ratio. The excess
humidity is typically assumed to condense and fall out as
precipitation. In prognostic schemes, it may also be stored
as liquid water. In many models, the falling precipitation is
permitted to evaporate or partially evaporate on the way
down.
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Precipitation and convection are coupled to atmospheric
radiative cooling in several ways. Slingo and Slingo (1988)
discuss a positive feedback between the horizontal
gradients of atmospheric radiative warming/cooling
associated with localised high clouds produced by deep
convection and the large-scale rising motion associated
with the convection. In convectively active regions, long-
wave radiation is trapped by anvils and cirrus produced by
convective detrainment, and so the long-wave radiative
cooling of the atmospheric column is reduced, and may
even be transformed into a heating. The convectively
active column is consequently radiatively warmed relative
to the surrounding, convectively inactive regions,
reinforcing the latent heating. The combination of these
two heatings, together with the radiative cooling in the
surrounding radiatively inactive regions, amplifies, on the
average, the rising motion in the convectively active
column.

Evidently, the strengths of the cloud feedbacks on
precipitation must be further quantified. They do not occur
in isolation, but coexist not only with each other, but also
with many other powerful processes that can affect weather
and climate. Idealised numerical experiments with GCMs
can be designed to focus on such feedbacks in relative
isolation, and so are particularly well suited to
investigating their relative strengths.

The distribution of modelled precipitation and its
changes with climate change needs more extensive
validation as it is a major coupling link to both the land
hydrological cycle and oceanic buoyancy forcing of the
thermohaline circulation. High latitude precipitation is
especially important for the latter.

4.2.8 Assessment of the Status of Moist Processes in
Climate Models
In the previous IPCC report the radiative feedbacks of
clouds were identified as a major source of uncertainty for
modelling future climate change. Considerable research
efforts have addressed this issue since the last assessment
and have further reinforced this conclusion. They have also
added considerably to our understanding of the complexity
of this issue. Some conclusions from these studies are:

» Different cloud parametrizations in current GCMs
give a wide range of radiative feedbacks, affecting
global and regional energy balances and the
occurrence and intensities of atmospheric
precipitation. These are derived from plausible
physical assumptions and parametrizations, but the
issue is extremely complex and many assumptions or
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approximations are made. Models including only
cloud amount feedbacks have indicated that these
could amplify global warming. Feedbacks involving
cloud liquid-water and phase could also have major
impacts on the global energy balance. At present, it is
not possible to judge even the sign of the sum of ail
cloud process feedbacks as they affect greenhouse
warming, but it is assessed that they are unlikely
either to be very negative or to lead to much more
than a doubling of the response that would occur in
their absence. Improved treatments are vigorously
being pursued.

The cloud feedback processes are intimately linked
to the atmospheric hydrological cycle, and can only
be simulated satisfactorily if there is a
comprehensive treatment of water in all its phases —
vapour, liquid and ice. Many of these cloud and
linked hydrological processes occur on scales not
resolved by current GCMs. The sub-grid scale
parametrizations treating these processes should be
physically based and carefully evaluated with
observational data.

Inadequate simulation of cloud amounts and optical
properties in GCMs contributes major errors to the
simulation of surface net radiation, and thereby
introduces errors in simulation of regional ocean and
land temperatures. Uncertainties in the simulation of
changes in these properties with climate change have
a major impact on confidence in projections of future
regional climate change.

There is an important, but poorly understood, linkage
of cloud optical properties to the CCN distribution.
Inclusion of this linkage for models of climate
change will require an improved description of the
time and spatially varying distribution of global
sulphate and other aerosols, as well as detailed
microphysical treatments of cloud droplet size
distributions.

There is a consensus among different GCMs as to the
sign and magnitude of clear-sky feedbacks but not
for water vapour feedbacks alone. With these clear-
sky feedbacks but with fixed cloud properties these
GCMs would all report climate sensitivities in the
range 2-3°C. There is no compelling evidence that
the water vapour feedback is anything but the
positive feedback indicated by the models. However,
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the partitioning between water vapour and lapse rate
feedback is not well established, and the processes
maintaining water vapour in the upper troposphere
are poorly understood.

4.3 Oceanic Processes

The ocean covers about 70% of the surface area of the
Earth, has most of the thermal inertia of the atmosphere-
ocean-land-ice system, is a major contributor to total
planetary heat transport, and is the major source of
atmospheric water vapour. Its interaction with the
atmosphere through its surface quantities occurs through:
SST, sea ice extent and thickness, surface albedo over ice-
covered and ice-free regions, sea surface salinity and the
partial pressure of CO, at the surface (pCO,). It is a major
component of the climate system in determining the mean
(annually averaged) climate, the annual variations of
climate, and climate variations on time-scales as long as
millennia. While it is only through ocean surface variations
that the atmosphere and land can be affected, these surface
variations, in turn, depend on the thermal and saline
coupling between the deeper ocean and the surface. Thus,
the thermal and saline structure and variations in the deeper
ocean must be simulated in order to determine surface
variations on long time-scales. In general (except in those
few regions of deep convection and other water mass
transformation regions), the longer the time-scale of
interest, the greater the depth of ocean that communicates
with the surface. In turn, the ocean is driven by fluxes from
the atmosphere of heat, momentum, and {resh water at the
surface of the ocean, so that the only consistent way of
simulating the evolution of the climate is through coupled
atmosphere-ocean models.

The first atmosphere-ocean coupled models studying
greenhouse warming concentrated on the sensitivity and
response of climate to sudden and transient changes of
radiatively active gases by using well-mixed (slab) oceans
of fixed depth with no (or specified) transport of thermal
energy. While such simplifications are useful for
understanding atmospheric responses and for qualitative
estimates of certain ocean responses, work over the last
few years has indicated that the ocean circulation itself is
sensitive to changes in forcing at the surface. Thus as the
radiatively active gases increase, the ocean circulation may
change and these changes may affect the mean climate and
its variability. These changes may be significant, so that
only coupled models that include the relevant parts of the
ocean circulation are capable of simulating the entire range
of possible climatic responses.



Climate Processes

The ocean, like the atmosphere, has complex internal
processes that must be parametrized. It has its own unique
properties of boundaries and a density (buoyancy) structure
that is affected by salt as well as temperature. Although
venting of heat from fissures in the deep ocean may
contribute to its circulation (Riser, 1995), to a good first
approximation the ocean is driven entirely at the surface by
the input of heat, fresh water and momentum fluxes from
the atmosphere.

4.3.1 Surface Fluxes

Because the inertia (mechanical, thermal, and chemical) of
the ocean is large compared to that of the atmosphere,
changes in ocean surface properties for the most part occur
relatively slowly. These slow changes depend on the
surface fluxes of heat, momentum, fresh water, and Co,
from the atmosphere. Models of the mean circulation of the
ocean are sensitive to changes in heat flux (Maier-Reimer
et al., 1993} and fresh water flux (Mikolajewicz and Maier-
Reimer, 1990; Weaver et al., 1993).

The momentum input at the surface of the ocean, as
wind stress, depends mostly on the winds near the surface
and on the wave response. The heat input to the ocean
surface consists of latent and sensible heat exchange
between the ocean and the atmosphere, (depending on near
surface winds, air temperature, and humidity), state of the
sea, and radiative inputs (which depend on the overlying
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atmospheric column). The fresh water input to the surface
of the ocean is composed of the difference between
precipitation and evaporation, of runoff from land, and of
the difference between the melting and freezing of ice
(Schmitt, 1994). The carbon dioxide flux into the ocean
depends on pCO,, the concentration of CO, in the
atmosphere, and on the near-surface winds. The pCO, is in
turn controlled by oceanic transport processes,
geochemical processes, and upper ocean biotic processes.
The possibility of large errors in incident solar flux and
latent heat flux are especially of concern for climate
modelling; such errors may account for much of the flux
adjustment needed for many models.

4.3.2 Processes of the Surface Mixed Layer

The near surface ocean is usually well-mixed by sub-grid
scale processes involving stirring by the wind and by its
convection. Therefore, quantities at the surface are
determined by their mixed-layer values. The mixed-layer
temperature is determined by heat fluxes at the surface, by
mixing and advection of temperature horizontally, by the
depth of the mixed layer, and by the entrainment heat flux
at the bottom of the mixed layer (the interface between the
near-surface turbulence and the relatively non-turbulent
ocean interior). Skin effects at the atmospheric interface
may give departures from mixed-layer values, especially
under low winds. The interior ocean affects the surface
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Figure 4.5: Diagram of an Atlantic meridional cross-section from North Pole (NP) to South Pole (SP), showing mechanisms Iikely to

affect the thermohaline circulation on various time-scales. The change in hydrologic cycle, expressed in terms of water fluxes, P,
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for the snow and ice, is due to changes in ocean temperature. Deep-water

formation in the North Atlantic Subpolar Sea (North Atlantic Deep Water: NADW) is affected by changes in ice volume and extent (V),
and regulates the intensity of the thermohaline circulation (C); changes in Antarctic Bottom Water (AABW) formation are neglected in this
approximation. The thermohaline circulation affects the system’s temperature (T) and is also affected by it (Ghil and McWilliams, 1994),



212

Climate Processes

2.5 [ T T T T T T T T T T T T T T T T T N

2.0f ]

15F .

~ 1.0} ]

; r ]

o r ]

< 0.5 C 7

(o] C b

Q. C ]

g Or ]

o ¥ 1

T —0.5¢ ]

£ g o ]

~1of NI v Pacn‘u? ]

D . | IO A Tt b Atlantic ]

-15} ---- Indian ]

- —— Total ]

—2.0F ]

_2.5 : 1 1 1 1 1 1 L 1 1 1 1 ] | L L 1 1 :
-80 -60 -40 =20 0 20 40 60 80

Latitude

Figure 4.6: The poleward ocean heat transports in each ocean basin and summed over all oceans as calculated indirectly from energy
balance requirements using ERBE for top of the atmosphere radiative fluxes and ECMWEF data for atmospheric energy fluxes (from

Trenberth and Solomon, 1994).

ocean only through this entrainment at the bottom of the
mixed layer. Entrainment depends on the strength of the
mixed-layer turbulence, on the motion of the bottom of the
mixed layer itself, and on upwelling in the interior through
the bottom of the mixed layer. Sterl and Kattenberg (1994)
examine the effects on an ocean model of a mixed-layer
parametrization and suggest that wind-stirring has

important consequences not captured in the present ocean
GCMs.

4.3.3 Wind Driven and Thermohaline Ocean Circulation
The wind driven circulation is that directly driven by the
wind stress: because it is slow and large-scale in the
interior of the ocean, it can conveniently be expressed by
the conservation of vorticity (the so-called Sverdrup
balance) which says that the vertically integrated
meridional flow, where not affected by lateral boundaries
and bottom topography, is given directly by the curl of the
wind stress. This is an absolute constraint that would exist
whatever the internal stratification of the ocean.

The thermohaline circulation is driven by changes in sea
water density arising from changes in temperature versus
salinity. Its functioning in the Atlantic Ocean is illustrated
schematically in Figure 4.5. Formation of sea ice increases

the salinity of adjacent unfrozen water. At low
temperatures and relatively high salinity, cold dense waters
sink convectively and spread throughout the oceanic
depths, thereby maintaining the stable vertical
stratification. Warmer surface waters flow toward these
sinking regions and are cooled along their journey by heat
fluxes from the ocean to the atmosphere. The sinking
regions are highly restricted in area: “deep waters” are
formed only in the North Atlantic Greenland, Norwegian,
Iceland, and Labrador seas. The world’s “bottom waters”
are formed only in restricted regions of the Southern
Oceans near the coast of Antarctica in the Weddell and
Ross Seas. Waters from these sinking regions spread at
depth to fill the world’s entire basin and thereby help
maintain the vertical stratification even in oceans where no
deep sinking exists. These processes and the thermohaline
circulation may change on various time-scales.

In the North Atlantic the combination of warm surface
water flowing northward and cold water flowing southward
at depth gives a net northward heat transport which has
been estimated by direct measurements to be about 1 PW at
24°N (see Bryden, 1993 and references therein) and
verified by indirect methods to be about the same (Figure
4.6, from Trenberth and Solomon, 1994). Deep cold waters
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flow southward across the equator from the North Atlantic
and thereby imply a northward heat flux even in the South
Atlantic. The Pacific is less saline than the Atlantic, is
bounded further south by Alaska, and has no deep water
formation. Its transport is more nearly symmetrical about
the equator and similarly has a magnitude at 24°N of about
1 PW (Bryden et al., 1991 and Figure 4.6). The properties
of the Atlantic and Pacific rapidly interact through the
Antarctic Circumpolar Current.

A coupled simulation (Manabe and Stouffer, 1988) has
shown that during periods of no thermohaline circulation,
the high northern Atlantic would be ice-covered to south of
Iceland and be much colder than now. Palaeo-records
indicate that oscillations in the thermohaline circulation
leading to warming and cooling at high latitudes prevailed
during the last glacial interval (Bond ez al., 1993). If the
thermohaline circulation were to weaken with the expected
larger inputs of fresh water to high latitudes during global
warming, the net effect would be to either weaken the
warming in high latitudes and amplify it in lower latitudes,
and/or to make the thermohaline circulation and, hence
latitudinal temperature gradients, more variable as
discussed in Section 4.3.9.

Ocean only models are useful for isolating the ocean
processes that may be present in more comprehensive
coupled models of the climate although such may be
considerably altered when coupled to the atmosphere. The
idea that the stability and variability of the thermohaline
circulation depends on the relative strength of high latitude
thermal to fresh water forcing was introduced in coarse
resolution ocean GCMs by Weaver er al. (1991, 1993). A
steady thermohaline circulation can only exist if the fresh
water input by high latitude precipitation, runoff, and ice
melt is balanced by the fresh water export by that same
thermohaline circulation. As the high latitude fresh water
flux is increased, the ability of the thermohaline circulation
to remove the fresh water is limited and the thermohaline
circulation may have multiple equilibrium solutions
(Stommel, 1961; Bryan 1986; Marotzke, 1988) and large
variability. Such variability on decadal (Weaver and
Sarachik, 1991) to millennial (Winton and Sarachik, 1993,
Winton, 1993) time-scales has been demonstrated in ocean
models with relatively large fresh water stochastic forcing.
While the imposed boundary conditions on temperature
have come into question, the mechanism is physically
plausible and may survive the transition to a responsive
atmosphere. If so, the implications are considerable: in a
warmer world with warmer high latitudes and a stronger
hydrologic cycle the thermohaline circulation could
become less stable and more variable.
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Recent simulations of the coupled transient response to
increases of radiatively active gases that reach twice the
pre-industrial concentration of CO, (Manabe and Stouffer,
1994) have indicated that the thermohaline circulation first
weakens and then returns. The experiments that reach four
times the pre-industrial concentration of CO, (in 140 years)
have the thermohaline circulation weaken and stay weak
for up to 500 years. While this model has a severe flux
correction which stabilises the thermohaline circulation, it
raises the important question of the response of the
thermobhaline circulation to changes in the greenhouse
forcing and the subsequent effects of this response on
climate.

Very high resolution models are being used to explicitly
examine small-scale orographic, topographic and eddy
processes in the ocean (e.g., Semtner and Chervin 1988,
1992). These models are useful for studying relatively
short-lived phenomena and have given impressive
simulations of the wind driven annual variation of heat
transports in the Atlantic (Bonning and Herrmann, 1994)
but, because of the huge computational overhead, can only
be run for relatively short periods of model time. Thus,
they cannot yet be coupled to model atmospheres for use in
climate simulations nor to examine the thermohaline
circulation. Such simulations must still use coarser-
resolution models with parametrized eddies.

4.3.4 Ocean Convection

Given the surface fluxes and a formulation of mixed-layer
processes near the surface, ocean general circulation
models have to solve the advective equations for
temperature and salt in the presence of convective
overturning and stable ocean mixing. Convection arises
when the density stratification becomes unstable and when
relatively salty water is cooled to low temperature and
becomes so dense that a water column becomes unstable.
Convection homogenises the column and allows
overturning to occur (see Killworth (1983) for a complete
review).

Convection occurs over scales of a few km and is
therefore hard to observe (but see MEDOC, 1970).
Detailed simulations of individual convective elements in
neutral stratification show the process to be complex and
rife with small-scale features (Jones and Marshall, 1993;
Legg and Marshall, 1993). Nevertheless, it is important to
represent this process in ocean models with resolution
coarser than the scales on which convection is known to
occur. Simple convective adjustment parametrization (e.g.,
Cox, 1984) has long been used with improvement
developed over time (e.g., Yin and Sarachik, 1994).
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Parametrization of deep convection based on the detailed
simulations of convective elements cited above are under
development but it is not yet known how this will affect the
simulation of the thermohaline circulation.

4.3.5 Interior Ocean Mixing

Parametrization of the mixing of stably stratified water in
the interior of the ocean is crucial for the simulation of ocean
circulation. Traditionally, eddy mixing coefficients have
been used with values of order 1cm?/s for vertical diffusion
and viscosity and order10’cm?/s for horizontal diffusion.
These diffusion values are sometimes derived from tracer
experiments, but more often they are selected to ensure
numerical stability of the simulation. Parcels tend to stay and
move on surfaces of constant density, which are
predominantly horizontal in the interior ocean, and only
small values of cross-density diffusion are expected. A tracer
experiment (Ledwell er al., 1993) has recently indicated that
the correct vertical diffusion coefficient for the ocean
interior is closer to 0.1 cm?/s, an order of magnitude smaller
than often used. Vertical mixing in the regions of lateral
boundary currents or perhaps sea mounts is likely to be
larger. Large et al. (1995) review a new scheme for mixed-
layer dynamics and for ocean vertical mixing.

Further insights into turbulent diffusion in the ocean
depend on a detailed knowledge of the precise mechanisms
of that mixing. Mesoscale eddies, for example, are plentiful
in the ocean and their finer scales would imply enhanced
mixing through the production of frontal type gradients in
temperature and tracers. A recent parametrization (Gent
and McWilliams, 1990; Danabasoglu et al., 1994) of these
eddies follows an approach pioneered in stratospheric
tracer modelling; that is, the mixing is primarily
accomplished by advection by the “residual circulation”
induced by the eddies rather than by the direct effects of
the eddies themselves. Experiments with this
parametrization show striking improvements in simulation
of the depth and sharpness of the global thermocline and of
the meridional heat transport.

4.3.6 Sea Ice
In high latitudes, sea ice is a major modulator of energy
exchange between ocean and atmosphere. It is an
insulating and highly reflecting surface. In the Arctic,
much of the ice lasts permanently through the summer so
that it has a substantially larger impact on surface albedos
per unit area than do continental snow surfaces.

In winter, sea ice controls the transfer of heat from the
relatively warm ocean to the cold atmosphere. The sea ice-
cover is normally not-complete. Even in the Central Arctic,
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1-2% of open water permanently exists in the winter and a
larger fraction in summer. Observation and model
simulations indicate that surface sensible heat fluxes from
the open water are one to two orders of magnitude larger
than from the surface of the pack ice in the Arctic Basin
(e.g., Meleshko er al., 1991). Albedo of the sea ice-covered
region also depends on sea ice concentration. Given the
significant low-frequency variability of sea ice-cover and
the persistence of its anomalies, its variable control of heat
fluxes may significantly affect the atmospheric circulation
and climate of the mid-latitude regions.

In the Northern Hemisphere, sea ice reaches its minimum
extent in September when it covers 8.5 X 10°km?. It attains
a maximum extent of 15 X 10° km?2 in March. Its
interannual variability varies from 1.1 X 10° km? in winter
to 1.8 X 106 km? in summer, mainly in the marginal zones,
and depending on atmospheric circulation and oceanic
currents (Parkinson and Cavalieri, 1989).

Many GCMs and other climate models still treat the sea
ice-cover as a single slab and do not take into account the
always present but randomly distributed open waters
(“leads”). Climate simulations with GCMs that incorporate
sea ice inhomogeneities in a single grid box (sea ice
concentration), show additional and substantial heating of the
atmosphere in winter (Kattsov et al., 1993; Groetzner et al.,
1994). This heating amounts to 10 Wm™ over the polar cap
of 60°N-90°N, increasing surface air temperature by 3.2°C
over the same region. The warming is confined to the lower
troposphere by the high stability of the polar atmosphere.
The leads have a comparable heating effect to that produced
by the observed sea ice anomalies (Kattsov et al., 1993).

The largest surface air temperature increase with
greenhouse warming is expected in the high latitudes of the
Northern Hemisphere, because of the large atmospheric
stability and the positive feedbacks between sea ice albedo
and the surface temperature of the mixed ocean layer.
These feedbacks are inadequately characterised, in part
because of uncertain cloud feedbacks at the ice margins.
Climate models that do not account for open waters over
the ice-covered ocean probably overestimate the effect of
the sea ice albedo in summer and underestimate the ocean
cooling in winter. Changing snow cover may also feed
back on ice thickness (Ledley, 1993).

The distribution of leads and thickness of sea ice is
complex, of small scale and depends substantially on the
dynamics of the ice as forced by wind and water drag. The
required drag from the atmospheric model is, furthermore,
not always of the correct strength and direction. Flato and
Hibler (1992) have proposed a practical method for sea ice
dynamics that is now being used in several GCMs.
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4.3.7 The El Niiio-Southern Oscillation as a Climate
Process

The El Nifio-Southern Oscillation (ENSO) is the coupled
atmosphere-ocean phenomenon (Figure 4.7) wherein the
normally cool, dry, eastern and central tropical Pacific
becomes warmer, wetter, and with a lower sea level
pressure every few years. The entire global tropics warm
by about 1°C, and, by virtue of the large fraction of global
area covered by the tropics, affect the globally averaged
surface temperature on seasonal-to-interannual time-scales
(e.g., Yulaeva and Wallace, 1994). The ENSO cycle affects
the distribution and concentration of global CO, (e.g.,
Feely et al., 1987 and Chapter 10). Major progress in
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understanding, simulating, and predicting ENSO has been
made in the last 10 years (e.g., Battisti and Sarachik, 1995).
A number of recent papers have shown that:

* The recent land temperature record over the last few
decades can be modelled by an atmospheric GCM
forced by the observed record of global SST (Kumar
et al., 1994; Graham, 1995), and,

* These results are dominated by tropical rather than
mid-latitude SST (Graham et al., 1994; Lau and
Nath, 1994; Smith, 1994).

El Nino Conditions
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These studies indicate that the unusual warmth of the
tropical SST since the mid 1970s, during the warm phase
of ENSO, has imprinted an unusual warmth on the entire
global circulation. ENSO is evidently a major contributor
to the natural variability of SST in the tropics, and
arguably, also globally.

Warm phases of ENSO coincide with a warming of the
tropical troposphere of close to 1°C. The net effect of
ENSO is to warm the surface waters of the eastern Pacific.
Ocean models that try to simulate the tropical Pacific SST
in response to a repeating annual cycle of surface fluxes
tend to simulate too cold an eastern Pacific. The simulation
where the ocean is forced by long records of observed
fluxes is more difficult and has not yet been done, though it
is likely that such more realistic forcing would ameliorate
the cold eastern Pacific problem.

Interestingly, all coupled model simulations (Mechoso et
al., 1995) of eastern Pacific SST show a result which
contrasts with the ocean-only simulations: an eastern
Pacific that is too warm, a feature attributed to the
inadequacy of stratus cloud simulations in the atmospheric
component of the coupled model (Koberle and Philander,
1994). To the extent that tropical Pacific temperatures
matter for global climate and to the extent that ENSO
variability dominates SST and land temperatures in the
tropics (Wallace, 1995), it is clear that ENSO must be
considered a vital part of the global climate system and
should be accurately simulated. In order to correctly
simulate ENSO, the meridional resolution at the equator
must be a fraction of a degree in order to simulate wave
processes and the meridional extent of the upwelling, both
crucial. To date, no coupled model used for projecting the
response to greenhouse warming has such resolution.

There is one final and intriguing possibility that the
above cited papers imply: the possibility that global warming
not only affects ENSO by affecting the background state
(Graham et al, 1995; and a contrary view by Knutson and
Manabe, 1994, in a coarse resolution GCM) but that indeed
much of the effects of greenhouse warming might be
modulated through changes in the magnitude and regularity
of the warm and cold phases of ENSO,

4.3.8 Assessment of the Status of Ocean Processes in
Climate Models

¢« Comprehensive ocean GCMs, coupled to the
atmosphere through fluxes of energy, momentum,
and fresh water, are required for assessment of the
rate, magnitude and regional distribution of climate
change.
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The large-scale dynamics of current ocean models
seem reasonably realistic, but are not completely
validated, in part because of a dearth of appropriate
observations. An outstanding question to be resolved
is the response of the thermohaline circulation in
coupled models to increased high latitnde inputs of
fresh water. This question needs to be answered to
assess how latitudinal gradients of SST may respond
to global warming. Current suggestions point to
either a large increase in or a highly variable
latitudinal temperature gradient as possible
responses.

Fluxes at the ocean-atmosphere interface in coupled
models have not yet been fully examined. In some
cases there may be serious errors — for example,
surface radiative fluxes depending on inadequately
parametrized cloud processes, and high latitude inputs
of fresh water depending on poorly characterised
changes in the atmosphere-hydrological cycle.

Oceanic models still use relatively crude
parametrizations of sub-grid scale processes for near
surface and interior mixing and for deep convection.
New parametrizations for interior mixing associated
with mesoscale eddies are likely to improve the
simulated depth and sharpness of the global
thermocline.

Details of sea ice treatments in GCMs are still
questionable, although some improvements are being
examined. The role of sea ice in climate change is
especially uncertain because of poorly known
interface feedbacks; that is, overlying clouds
modifying radiation, surface wind stress, ocean
currents and changes in oceanic heat transport
underneath the sea ice.

ENSO processes have major effects on the tropical
climate system, with a strong impact on hydrological
processes and surface temperatures on interannual
time-scales. Some coupled atmosphere-ocean models
appear to give reasonable simulations of this system
and show promise for providing useful predictions.
However, the current generation of models used for
projection of greenhouse gas response do not
satisfactorily simulate ENSO processes, in part
because the spatial resolution required to do so is not
computationally feasible for century-long climate
simulations.



Climate Processes

4.4 Land-surface processes

Fluxes of heat and moisture between land and the
atmosphere are central to the role of land processes in the
climate system. These fluxes determine the overlying
distributions of atmospheric temperature, water vapour,
precipitation, and cloud properties. Atmospheric inputs of
precipitation and net radiative heating are crucial for
determining land-surface climate (climate over land is of
greatest practical importance) and in turn are modified by
land process feedbacks. Solar fluxes at the surface are
currently highlighted as being significantly in error
compared to observations, in some and perhaps most
climate models due to the inadequate treatments of clouds
(e.g., Garratt, 1994; Ward, 1995). These comparisons are
being made possible by the recent availability of satellite-
derived surface solar fluxes (e.g., Pinker et al., 1995;
Whitlock ef al., 1995).

Compared to the ocean, the land’s relatively low heat
capacity and limited capacity for water storage lead to
strong diurnal variations in surface conditions and direct
local responses to radiative and precipitation inputs. These
limited storage capacities combined with the heterogeneous
nature of the underlying soils, vegetation, and slope (e.g.,
Figure 4.8) imply potentially large heterogeneities in
sensible and latent fluxes which may drive mesoscale
atmospheric effects.

4.4.1 Soil-Vegetation-Atmosphere Transfer Schemes

Sensitivity studies with GCMs have shown that the
treatment of land in climate models has major effects on
the model climate and especially near the land surface
(e.g., Koster and Suarez, 1994). The schemes to represent
land in climate models are called soil-vegetation-
atmosphere transfer schemes (SVATS). Important elements
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Figure 4.8: The seasonal variation in soil moisture storage for a
tropical forest in Rondonia, Brazil (dashed line), compared to an
adjacent pasture (solid line) (Institute of Hydrology, 1994).
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of these schemes are their storage reservoirs and their
mechanisms for the exchange with the atmosphere of water
and thermal energy. Water storage occurs in soil reservoirs
and in some models also as fast time-scale canopy or
surface terms. The water intercepted by the canopy may be
stored or evaporated. This store generally holds about 1
mm of water. The soil store, usually in the range of 50 to
500 mm of water, depends on soil porosity, wilting point
for vegetation, soil drainage rates and especially the depth
from which water can be extracted from the soil. This
depth is associated with the rooting depth of vegetation and
the root distribution.

Canopy transpiration is a physiological process
depending on water transfer from the soil through roots,
stems and leaves. The canopy resistance measures the
effectiveness of this moisture transfer. It is primarily the
integrated stomatal resistances. The transpiration, as
mediated by the stomates, is limited by the supply of water
from the roots and atmospheric conditions of demand.
Neglect of this canopy resistance, now included in the
SVAT models, has perhaps been the largest source of error
in the older “bucket” models. The importance of canopy
resistance is illustrated by two independent studies with
GCM simulations of the effect of doubling stomatal
resistance within the model SVATSs (Henderson-Sellers et
al., 1995; Pollard and Thompson, 1995). The computed
effects are largest for forests, and hence the largest areas
affected are the boreal and tropical forests. In the boreal
forests, summertime evapotranspiration (ET) is reduced by
at least 20%, and surface air temperature increased by up to
several degrees.

Surface roughness is the basis for determining the
aerodynamic drag coefficient, C,, , for a surface. In the
early GCMs, C}, for land was specified as 0.003, a typical
value for short vegetation and for conditions of neutral
stability. To achieve adequate accuracy, it is necessary to
represent drag coefficients in terms of surface similarity
theory, where transfer coefficients for momentum, heat and
moisture are determined from a roughness length, Z, and
the thermal stability of the near surface air. It may be
necessary to distinguish between coefficients for
momentum, heat and moisture. In particular, all sub-grid
scale roughness elements and topography may contribute
to momentum transfer but it is likely that only those on the
scale of individual vegetation elements contribute to heat
and moisture transfer. Schmid and Biinzli (1995) suggest a
new approach for scaling roughness elements to model
resolution and emphasise the importance of surface texture.
The largest departures in newer models from the earlier
ones are over forests, where C;, can readily exceed 0.01.
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Figure 4.9: Schematic illustration of a leaf cross-section showing links between stomatal gas exchange (CO,, H,0) and photosynthesis.
The stomatal conductance is related to the area-averaged value of the stomatal pore width which is of the order of 10 um. The stomatal
pores are under active physiological control and appear to act so as to maximise the influx of CQ, for photosynthesis for a minimum
loss of leaf water. Thus photosynthesis and transpiration are dependent on PAR flux, atmospheric CO, concentration, humidity,
temperature, and soil moisture (Sellers et al., 1992). e*(Ts) is the saturation vapour pressure at the leaf surface.

Parametrization of vegetation properties related to
canopy architecture determines significant features of the
treatment of vegetation for evapotranspiration. The total
surface of photosynthesising leaves and stem surfaces
influences canopy resistance and transfer of heat and
moisture from the canopy to the atmosphere. The flux of
photosynthetically active radiation (PAR) normal to leaf
surfaces, as required for stomatal parametrization, depends
on canopy and leaf architecture. Furthermore, the net
radiative loading over the surface of a given canopy
element depends on these properties. Because of the large
effect that canopy resistance has on SVAT models, they are
sensitive to such details.

Recently, some canopy and soil schemes have included
the uptake, storage and release of carbon through carbon
dioxide exchanges with the atmosphere as illustrated in
Figure 4.9. These sub-schemes will be increasingly
important as physical models are coupled to
biogeochemical models (cf. Chapters 2 and 9).

Vegetation cover and properties are now, for the most
part, included in climate models as prescribed from
inadequate observations. However, interactions between
vegetation and climate may have significant effects. On
seasonal time-scales, such interaction includes the effects
of drought on vegetation cover, and on longer time-scales,

possible changes in structure, e.g., transition between forest
and grassland.

Canopy albedo determines the fraction of incident solar
radiation that is absorbed. Current model parametrizations
of surface albedo are largely inferred from some limited
surface measurements for various kinds of vegetation
canopies. Satellites are, in principle, the only means of
globally establishing surface albedos. Because albedo can
change substantially with vegetation cover it has been a
major parameter in studies of the response of regional
climate to land-use change (Section 4.4.3).

Runoff depends on soil moisture, properties of the
incident precipitation, and characteristics of soils and
topography. A theoretical foundation exists for the local
vertical infiltration of water in soil, given soil hydraulic
properties. In reality, runoff rarely results from
precipitation exceeding maximum infiltration. Rather,
much more often lateral down-slope flows carry soil water
to low regions where the water table reaches the surface
and into streams. However, there are intrinsic difficulties in
parametrizing slope effects to determine runoff in a climate
model. Furthermore, soil properties are highly
heterogeneous both horizontally and vertically so that
specifying them as constants over a model grid square or in
a soil column is questionable. Changes of soil hydraulic
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properties with depth may strongly affect runoff. The
recent intercomparisons through the Project for the
Intercomparison of Land-surface Parametrization Schemes
(PILPS) (Shao et al., 1995) indicate a wide range of runoff
rates between different land models, leading to substantial
differences in annual average evapotranspiration. The
current lack of a physically based and adequately validated
treatment for runoff may be the biggest single obstacle to
achieving an SVAT adequate for climate modelling.

In cold regions and seasons, processes involving snow
cover and soil freezing become important for surface
energy and water balances. Depending on its depth, snow
masks some part of the underlying surface (e.g., Robinson
and Kukla, 1985 and Baker et al., 1991). Atmospheric
models provide snow to the surface in liquid water
equivalent, depending on criteria for transition between
rain and snow. The surface model must determine the
snow’s density, temperature, albedo, and spatial
heterogeneities. Long-term data records of snow cover and
other surface conditions allow validation of the
parametrization of snow processes in climate models (e.g.,
Foster et al., 1996; Yang et al., 1996). New treatments of
snow processes in climate models have been proposed by
Loth et al. (1993) and Lynch-Stieglitz (1995).

Although our understanding of how to model land
processes has advanced considerably, there has been a
substantial lag in implementing this understanding in
models of greenhouse gas response. Some models with
detailed land process treatments are now being used for
such studies, but it is not yet possible to assess how future
climate projections are influenced by these treatments.
Current intercomparisons of off-line models by PILPS
indicate a considerable divergence of results between
different land-surface models for the same prescribed
forcing. Improved criteria for accuracy and validation will
be needed before the current conceptual improvements of
land-surface models can be translated into increased
confidence in climate change projection.

4.4.2 Questions of Spatial Heterogeneity

One of the common criticisms of present treatments of land
processes in climate models is their failure to include many
of the essential aspects of sub-grid scale heterogeneity.
Heterogeneity is manifested in the precipitation and radiative
inputs and in modelling the land processes themselves. The
issue of precipitation heterogeneity (Milly and Eagleson,
1988) has been addressed through a simple statistical model
in several GCMs, as reviewed by Thomas and Henderson-
Sellers (1991). In this approach, precipitation is assumed to

occur over some fraction of a model grid square, within
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which the precipitation is assumed to have an exponential
distribution of intensities. Simple runoff models having a
non-linear dependence on precipitation are integrated across
the distribution of precipitation intensities to provide a grid-
square runoff. This approach has been generalised to
interception (Shuttleworth, 1988). Pitman et al. (1990) have
demonstrated, for prescribed atmospheric forcing, that the
partitioning between ET and runoff in a land model can be
very sensitive to the fractional area of precipitation. On the
other hand, Dolman and Gregory (1992), who allow for
atmospheric feedbacks with a 1-D model, find very little
sensitivity of average ET to assumptions about the rainfall
distribution, but that the partitioning between interception
versus evaporation and hence short time-scale rates of ET,
can vary widely with assumptions about the precipitation
distribution.

All of the above approaches assume variability of
precipitation but retain a homogeneous water storage.
However spatial variability of storage can also have a
substantial effect (Wood et al., 1992). Entekhabi and
Eagleson (1989) have developed separate statistical models
for precipitation and soil moisture that have been tested in
the GISS GCM (Johnson ef al., 1993). They find a large
variation in ET and runoff depending on the assumed
model. Eltahir and Bras (1993) have generalised
Shuttleworth’s approach to a statistical description of
interception. In particular, they assume a statistical
distribution of leaf water stores and find, for prescribed
atmospheric forcing, that interception changes substantially
but that little change from homogeneous conditions would
be realised if the leaf water stores were assumed uniform.

Another issue is the inclusion of heterogeneities in land-
surface cover (Avissar and Pielke, 1989; Seth et al., 1994)
and hence inferred parameters such as roughness. At least
three scales need to be considered. On a very fine scale,
canopy air interacts between different surfaces, and surface
roughness lengths cannot be associated with individual
surfaces. Koster and Suarez (1992) refer to this scale of
heterogeneity as “mixture” and for a given roughness give
a simple model] for deriving a total canopy temperature and
water vapour from individual elements. This type of
heterogeneity needs to be provided as part of the overall
land cover description.

On a somewhat coarser scale, surfaces independently
interact with an overlying homogeneous atmosphere.
Koster and Suarez (1992) refer to this as “mosaic”, and
Shuttleworth (1988) as “disordered” heterogeneity. This is
the scale, for example, of typical agricultural fields or
small stands of forest. Finally, at scales of at least a few
tens of kilometres and certainly at the scales of GCM
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resolution, each surface has a different PBL overlaying it.
Shuttleworth (1988) refers to these as “ordered”
heterogeneity. Mesoscale circulations on this scale may
substantially add to boundary layer fluxes (e.g., Pielke et
al., 1991). They may also modify processes of clouds and
convection in ways not accounted for by grid box-mean
information.

Another issue of heterogeneity is in the distribution of
incident radiation. Sub-grid scale clouds, perhaps
associated with precipitation, may be important. For
example, if precipitation occurs over some fraction of a
grid square and spatial variation of surface wetness is
included, but radiation is assumed homogeneous, the
estimated evaporation from the wet surfaces will be
excessive. Besides clouds, surface slope can be a major
cause of heterogeneity in the amounts of absorbed surface
solar radiation (Avissar and Pielke, 1989), as well as
determining further heterogeneities in clouds and
precipitation. Barros and Lettenmaier (1994) review the
role of orography in triggering clouds and precipitation.

Some aspects of heterogeneity can be treated with
relatively straightforward approaches including how to
determine an average over a wide range of surface types
with different characteristics. Raupach and Finnigan (1995)
have considered energetic constraints on areally averaged
energy balances in heterogeneous regions. In some cases,
particularly if surface characteristics do not differ strongly,
surface parameters can be aggregated (Claussen, 1990;
Blyth et al., 1993). For instance, albedo can simply be
linearly averaged, (when the underlying surface is
otherwise fairly homogeneous) whereas for roughness
length a more complex aggregation is necessary (Taylor,
1987; Mason, 1988; Claussen, 1990).

The calculation of regional surface fluxes is made
difficult by the non-linear dependence between fluxes and
driving mean gradients. For example, where parts of the
area are snow-covered with surface temperatures held at
the freezing point, the mean vertical temperature structure
over the area may imply a downward heat flux but, because
the transfer coefficients are larger in the snowfree,
statically unstable part of the area, the actual mean heat
flux can be upward. Moreover, if surface types strongly
differ, “parameter aggregation” becomes unfeasible. For
example, definition of an aggregated soil temperature
diffusivity does not make sense if parts of the area consist
of bare soil, where heat conduction is diffusive, and of
open water, where heat can be advected horizontally as
well as vertically. In these more complex landscapes, “flux
‘aggregation” is preferred (Avissar and Pielke, 1989;
Claussen, 1991). Flux aggregation implies the computation
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of surface fluxes for each type in a grid box separately.
Consequently, a regional surface flux is obtained by a
linear average. Flux and parameter aggregation may be
combined or use can be made of the intermediate approach
of averaging exchange coefficients (Mahrt, 1987). The
various aggregation methods require specification of a
“blending height” where the aggregated information is
matched to the overlying GCM grid squares (Claussen,
1990, 1991; Wood and Mason, 1991; Dolman, 1992; Blyth
et al., 1993). For ordered heterogeneity, this concept is less
useful since the blending height would be above the
surface layer. Practical application of these averaging
procedures to global models will require high resolution
global data sets on vegetation properties from future
satellite sensors.

The aggregation or averaging methods may effectively
treat the prescribed distribution of surface heterogeneities,
but are not readily generalised to the dynamic interactions
with sub-grid scale atmospheric inputs of water and
radiation. Alternatively, a model grid box can be
subdivided into sub-elements with both distinct surface
characteristics and distinct atmospheric inputs. The “tile”
or “mosaic” scheme by Koster and Suarez (1992)
emphasises representation of the land heterogeneity.
Different approaches may be needed to efficiently treat the
heterogeneous distribution of atmospheric inputs; these
atmospheric inputs may provide the largest overall
departure in results from that inferred for homogeneous
conditions. The possible importance of mesoscale
circulation effects as a function of the spatial scale of
individual homogeneous element on surface and boundary
layer fluxes still needs to be assessed, although some
preliminary work has been done (e.g., Zeng and Pielke,
1995) to parametrize mesoscale and turbulent fluxes in the
boundary layer over inhomogeneous surfaces.

4.4.3 Sensitivity to Land-use Changes

Processes at the land surface influence the atmosphere
through fluxes of heat and moisture into the PBL. These in
turn affect atmospheric stability and the occurrence of
precipitation and cloud radiative effects. Betts ez al. (1993,
1994) have shown a close coupling between errors in a
model’s surface parametrization and its PBL, clouds, and
moist convection. Sensitivity studies with GCMs have
looked at the question of the passible effect of land cover
modifications. These studies have indicated major surface
influences on the atmospheric hydrological processes. This
should perhaps not be too surprising since variations in
ocean surface latent heat fluxes driven by small changes in
oceanic surface temperatures have long been known to
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have large regional climate effects. However, the
feedbacks of land-surface processes to the atmosphere are
more complex and still far from understood.

Recent studies of the sensitivity of the Amazon Basin
climate to a change from forest to grassland have been
published, e.g., by Nobre ef al. (1991), Henderson-Sellers
et al. (1993) and Lean and Rowntree (1993). The response
of climate to deforestation in the Amazon has been found
to be sensitive to the specification of surface properties
such as albedo (Dirmeyer and Shukla, 1994) and surface
roughness (Sud et al., 1995). A contrasting question is the
effect of changing a semi-arid grassland such as the Sahel
in Africa to a desert (e.g., Xue and Shukla, 1993).
Reductions in absorbed solar energy due to higher surface
albedos reduce ET but it is not clear how the change in
precipitation should be related to change in ET. Many of
the simulations have shown precipitation to reduce
substantially more than ET, which implies a reduction in
the convergence of moisture from the ocean.

The sum of various regional climate changes from land-
use may contribute an overall effect on global climate.
Estimates of global radiative forcing depending on albedo
change are usually small compared to energy flux change
from greenhouse gases. However, effects of changing land
surface on the ratio of sensible to latent fluxes and on
precipitation are not accounted for in such estimates and
may be significant not only regionally but globally.

4.4.4 Assessment of the Current Status of Land
Processes in Climate Change Simulations

* Land processes, driven by incoming solar radiation
and precipitation, play an important role in the
determination of near-surface climate, surface
temperature, soil moisture, etc., and hence regional
climates. Biases and uncertainties in the surface
energy balance, and radiation and water budgets, are
a significant source of error in simulations of
regional climate.

* Detailed treatments of land processes are now
available, replacing the previously used bucket
‘models, and are being incorporated into numerous
climate models. These treatments are substantial
conceptual improvements, but it is premature to
judge how they will modify or improve our
confidence in climate change simulations. A number
of issues must be resolved before their inclusion in
climate models may be viewed as satisfactory. These

include: the reasons for the current divergences in
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answers between conceptually similar models in the
PILPS model intercomparisons; the relative
importance of various sub-grid scale processes, their
interaction, and how to represent those that are
important in the model; what level of observational
detail is needed to prescribe the land properties
needed by the models; and how these observations
will be made available.

* Modelling of runoff has large uncertainty in global
models, there are no convincing treatments of the
scaling of the responsible processes over the many
orders of magnitude involved, and in high latitudes
of the effects of frozen soils. Global data on soils,
topography, and water holding capacities at the
relevant scales will be urgently needed to make
progress on this issue.

» The question of the averaging of heterogeneous land
surfaces has been clarified and reasonable
approaches proposed.

* Future models should begin to address the issue of
how land-surface characteristics might change with
climate and CO, change and how important that is as
a feedback. Sensitivity studies of the impact of
doubling stomatal resistance indicates some climatic
effects over forest regions comparable to those
anticipated from global warming over the next
century. How the integrated stomatal resistance for
global vegetation might change with changing
climate and CO, concentrations is largely unknown.
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SUMMARY

Coupled climate models

The most powerful tools available with which to
assess future climate are coupled climate models,
which include three-dimensional representations of
the atmosphere, ocean, cryosphere and land surface.
Coupled climate modelling has developed rapidly
since 1990, and current models are now able to
simulate many aspects of the observed climate with a
useful level of skill. Coupled model simulations are
most accurate at large space scales (e.g., hemispheric
or continental); at regional scales skill is lower. The
extent to which differences among coupled models
may result in differences in their simulations of
climate change is, however, not yet fully understood.
More detailed and accurate simulations are expected
as models are further developed and improved.

The evaluation of coupled climate models is a
challenging task for which a suitable formalism is
only now being developed. Considerable progress
has been made in evaluating the performance of the
component atmospheric, oceanic, land-surface and
sea ice models and their interactions.

Flux adjustment and spin-up methodologies commonly
used in coupled models affect the simulation of surface
temperature, sea ice cover and the strength of the
thermohaline circulation. The need for flux adjustment
is expected to diminish as the component atmospheric,
oceanic, land-surface and sea ice models are improved.

Component models of the atmosphere, land surface,
ocean and sea ice

The ability of current atmospheric models to simulate
the observed climate varies with scale and variable,
with the radiative effects of clouds remaining an area
of difficulty. Given the correct sea surface
temperature, most models simulate the observed
large-scale climate with skill, and give a useful

indication of some of the observed regional
interannual climate variations or trends.

Land-surface processes can be modelled more
realistically than in 1990, although there continues to
be wide disparity among current schemes. The
evaluation of surface parametrizations such as soil
moisture continues to be hindered by the lack of
observations.

Ocean and sea ice models portray the observed large-
scale distribution of temperature, salinity and sea ice
more accurately than in 1990. High resolution ocean
models simulate mesoscale ocean eddies with
striking realism, but their computational cost is
presently prohibitive for coupled climate simulations.

The performance of climate models under other conditions

Weather forecasting and palacoclimate simulation
continue to provide important tests of the realism of
components of climate models under different initial
and external conditions. Atmospheric forecast
models show increased skill since 1990 due to
improvements in parametrization, resolution and data
assimilation schemes.

How can confidence in climate models be increased?

The major areas of uncertainty in climate models
concern clouds and their radiative effects, the
hydrological balance over land surfaces and the heat
flux at the ocean surface.

The comprehensive diagnosis and evaluation of both
component and coupled models are essential parts of
model development, although the lack of
observations and data sets is a limiting factor.

In addition to data rescue and re-analysis efforts, a
comprehensive global climate observing system is

~urgently needed.







Climate Models — Evaluation

5.1 What is Model Evaluation and Why is it
Important?

In the evaluation of coupled models there is no single
“figure of merit” that adequately represents the validity of a
model’s simulations or predictions, and a variety of
performance measures are required. The evaluations
reported in this chapter are of three types: evaluation of
selected aspects of coupled models (Section 5.2), evaluation
of the atmospheric, oceanic, land-surface and sea ice model
components (Sections 5.3 and 5.4), and evaluation of the
sensitivity of the links between these components (Section
5.5). There has been significant progress in all three types
of model evaluation since IPCC (1990).

The concept of evaluation used here corresponds to the
ideas of Oreskes er al. (1994) in that we are trying to
demonstrate the degree of correspondence between models
and the real world they seek to represent. We will therefore
avoid use of the word “validation”, although this term is
commonly used in the sense of evaluation in the climate
modelling community. The intent of this chapter is to
summarise the performance of models as used for the
simulation of the current observed climate, and to point out
deficiencies and uncertainties with a view to further model
improvement. The models’ behaviour near the surface is
stressed since surface and near-surface variables arc those

of greatest human interest and socio-economic importance.

The use of coupled climate models for the simulation of
climate change is considered in Chapter 6.

In recent years the systematic evaluation and
intercomparison of climate models and their components has
been a useful and popular mechanism for identifying
common model problems. For example, Boer et al. (1992)
identified a cold polar upper tropospheric bias of the then
current atmospheric general circulation models, and
Stockdale et al. (1993) showed that the then current ocean
general circulation models produced sea surface temperatures
(SSTs) that are too warm in the western tropical Pacific and
too cold along the equator in the east-central Pacific. Neelin
et al. (1992) found a wide variation in the ability of the then
current coupled models to simulate interannual variability in
the upper layers of the tropical Pacific, while Gates er al.
(1993) reported significant differences in the extended
control runs of four early coupled models. The evaluation of
land-surface schemes in progress under the auspices of the
Project for Intercomparison of Land surface Parametrization
Schemes (PILPS) (Henderson-Sellers et al., 1995) has
identified important differences in energy and water
partitioning at the surface. Comprehensive analysis and
intercomparison of virtually all current global atmospheric

235

models is being undertaken by the international Atmospheric
Model Intercomparison Project (AMIP) (Gates, 1992). A
comprehensive and systematic evaluation of coupled models
based on global observational data is a goal yet to be
achieved.

5.2 How Well Do Coupled Models Reproduce Current
Climate?

5.2.1 Introduction

As discussed in Chapter 1, the coupled climate system
comprises the atmosphere, ocean, cryosphere and land
surface, and the models we consider here are “full” models
in that they include the three-dimensional representation
and interaction of these components on a global time-
dependent basis. Such coupled models, in which other
aspects of the climate system such as the chemical
composition of the atmosphere and the surface vegetation
are specified, provide the current scientific basis for
understanding and simulating the climate system and its
future changes. We note that none of the control
simulations considered in this section include the direct
effects of aerosols (see Chapter 6).

Simulations of the coupled system require integrations
over 100-1000 simulated years (Cubasch et al., 1992;
Stouffer et al., 1994), and computational cost restricts the
model complexity and resolution that is currently possible.
Table 5.1 lists the coupled model integrations that have
been completed or are currently underway, together with
some of their characteristics. The “model number” links
our discussion of the simulation of current climate with
that of climate change in Chapter 6. The first published
intercomparison of the simulation of the current climate
with coupled models was that of Gates et al. (1993), in
which a number of basic parameters were examined in four
models. Only one of these (MPI-LSG}) appears in Table 5.1
and in Chapter 6. The remaining entries in the table
represent new coupled models or new versions of previous
models. Information from eleven of these coupled model
integrations (BMRC, CCC, COLA, CSIRO, GFDL, GISS1,
MPI-LSG, MPI-OPYC, MRI, NCAR and UKMO)! is
given its first comparative analysis in this chapter.

5.2.2 Spin-up and Flux Adjustment

Time-scales for the atmosphere are on the order of weeks,
those for the land surface and upper ocean extend to
seasons, while those for the deep ocean are hundreds to

I See the Supplementary Table at the end of this chapter for
definitions of these acronyms.
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thousands of years. A coupled model integration could start
from the observed three-dimensional distribution of
atmosphere-ocean-land-surface variables, but this approach
is not currently possible due to data limitations. An
alternative is to integrate the coupled model from arbitrary
initial conditions to a climatic (statistical) equilibrium
under seasonally-varying forcing. Computational costs and
long oceanic time-scales usually preclude this, and the
typical experimental strategy is to “spin-up” separately the
component atmosphere and ocean models before coupling.
Such “initialisation” of the coupled system, however, can
have a long-term effect on the simulated climate.

An atmospheric model requires the sea surface
temperature (SST) as a lower boundary condition, while an
ocean model requires the surface fluxes of energy, fresh
water and momentum (or wind stress) as upper boundary
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conditions. After the ocean and atmosphere models are
separately “spun up” with boundary conditions representing
present-day conditions and are joined (possibly using flux
adjustment), the coupled model may be integrated for a
further spin-up or adjustment period. The state of the
coupled system after such adjustment is then used to initiate
both the control runs examined here and the climate change
experiments examined in Chapter 6.

Ocean models present special spin-up problems since, when
forced with specified fluxes, they typically arrive at an
unrealistic state because atmosphere-ocean feedbacks are absent
in this case. Feedback is usually introduced by adding a
“relaxation” to observationally based reference upper ocean
temperature and salinity fields. Three approaches are used
among the coupled models in Table 5.1. They are: (1) integrate
the ocean model for the several thousand years required for

Flux Adjustment: -~ A Modelling Dilemma

The atmosphere and ocean interact via fluxes of heat, momentum and fresh water. Local values of the heat flux are of
order hundreds of Wm™ and to first order the ocean is warmed in summer and cooled in winter, with the fluxes largely
cancelling on the annual average. The relatively small residual heat flux, together with the fresh water flux, control the
ocean’s thermohaline circulation and the associated poleward ocean transports of heat and salt.

The coupling of ocean and atmosphere models can highlight discrepancies in the surface fluxes that may lead to a
drift away from the observed climate. A systematic error of +5 Wm2 in heat flux, which is smaller than the local
observational error, could lead to a relatively large error in the annual average poleward oceanic heat transport.
Modellers were made especially aware of this from the study by Gleckler er al. (1994) which showed that the surface
fluxes in many uncoupled atmospheric models would imply a northward oceanic heat transport in the Southern
Hemisphere in contrast with observational estimates there. This is a result of errors in the cloud radiative forcing in the
models which allows excessive solar radiation to reach the surface.

Climate drift may be ameliorated by flux adjustment whereby the heat and fresh water fluxes (and possibly the
surface stresses) are modified before being imposed on the ocean by the addition of a “correction” or “adjustment.”
The term “flux adjustment” is not meant to imply a knowledge of the “right” answer for the fluxes, since they are only
imprecisely known. The flux adjustment terms are calculated from the difference between the modelled surface fluxes
and those required to keep the model close to current climate. After running the model for a period suitable for the
calculation of average flux adjustments, these terms are applied throughout the control and anomaly experiments. The
alternative approach of not making any flux adjustments and accepting the resultant climate drift has been chosen by
some modellers.

Kerr (1994) has highlighted this dilemma between the pragmatic need to conduct long runs with imperfect coupled
models and the continuing desire to develop the best possible models on purely physical grounds. Some modellers
have drawn an analogy with the early development of numerical weather prediction when ad hoc corrections were
used to improve forecasts. Later improvements in model formulation and initialisation techniques made such
corrections unnecessary.

This conflict between the use of a fully physically based model and the use of a non-physical flux adjustment is
reduced if the response of the model to a perturbation is not seriously altered. The main purpose of the flux adjustment
is to ensure that any perturbation, such as that due to increased CO,, is applied about a realistic reference climate so
that distortion of the major climate feedback processes is minimised (see Section 6.2.6). The need for flux adjustment
in coupled climate models will decrease as models are further improved.
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equilibrium under surface forcing, possibly using “acceleration”
techniques (e.g., MPI, CCC, GFDL, BMRC, CSIRO, GISS?2,
MRI); (2) integrate the coupled model for a shorter period until
the upper ocean is in quasi-equilibrium (e.g., UKMO); or (3)
initialise the ocean model with the aid of three-dimensional
ocean data (e.g., GISS1). In the absence of a climate
equilibrium, an adjustment or drift of the simulated climate will
almost always occur. The magnitude of this drift is generally
least for the first spin-up approach and greatest for the last.

Inconsistencies between the surface fluxes developed in
atmosphere and ocean models during spin-up, as a result of
imperfections in either (or both) components, typically result
in a drift away from a realistic current climate when the
models are coupled. This is often ameliorated by flux
adjustment (see Box on flux adjustment) (Manabe and
Stouffer, 1988; Sausen et al., 1988). Here, for example, the
surface heat flux is modified for the ocean model by the
addition of a “flux adjustment” that depends on the mean
fluxes typically calculated by the separate ocean and
atmospheric models in the spin-up phase. A similar
adjustment may be made for the fresh water flux and surface
wind stress. It is also possible to adjust the surface temperature
of the ocean as seen by the atmospheric GCM, although this is
less common. The types of flux adjustments used in current
coupled model simulations are indicated in Table 5.1.

Flux adjustment is strictly justified only when the
corrections are relatively small, and in fact the flux
adjustments in some coupled models are comparatively large
(Figure 5.5). The alternative is to avoid flux adjustment and to
accept the resulting climate drift, a choice that is made in
several of the models listed in Table 5.1. However, confidence
in a coupled model’s simulation of transient climate change is
not improved if the climate drift is large and/or if the
feedbacks are seriously distorted by flux adjustment.

5.2.3 Simulation of Mean Seasonal Climate of the
Coupled System

Here we intercompare and evaluate the control runs for
eleven of the coupled models of Table 5.1, some of which
are used for the transient climate change simulations
discussed in Chapter 6. We concentrate mainly on surface
parameters that are particularly important for climate
change and which reflect the “coupled” nature of the
simulation. We consider December to February (DJF) and
June to August (JJA) results in comparison with
climatological observations in order to demonstrate the
models’ ability to simulate the change of the seasons. For
each season we show both the average and the standard
deviation of the models’ simulations, the latter providing a
measure of the models’ scatter or disagreement.

Climate Models — Evaluation

5.2.3.1 Surface air temperature

Figures 5.1a and d give the DJF and JJA distributions of
the average of the coupled models’ simulated surface air
temperature. Overall, the models successfully simulate the
large-scale seasonal distribution of this important variable,
so much so that the observed fields are not presented since
they are very similar to the averaged model results.

Figures 5.1b and e show the differences between the
model average and the “observed” surface air temperature.
The differences are largest over the land, especially over
mountains, reflecting uncertainties in both the observed
and modelled values. (It should be recalled that these
simulations do not include the direct effects of aerosols
which could change the differences in some areas.) By
contrast, differences over the ocean are rather small, with
largest differences found in the Southern Ocean. This is
particularly evident in the zonally averaged differences
shown in Figures 5.1g and h, which indicates that some
models have large climate drifts in this region.

The bottom panels, Figures 5.1¢c and f, show the
disagreement or scatter among the models in terms of the
standard deviation of the simulated values. Once again the
largest values are over land and over the high latitude
oceans. Table 5.2 shows that, on the global average the

Table 5.2: Couple(d model simulations of global average
temperature and precipitation.

Surface air temperature Precipitation
°C) (mm/day)

DJF JJA DJF JIA
BMRC* 12.7 16.7 2.79 292
Cccc 12.0 15.7 2.72 2.86
COLA* 12.6 15.5 2.64 2.67
CSIRO 12.1 15.3 2.73 2.82
GFDL 9.6 14.0 2.39 2.50
GISS (1)* 13.0 15.6 3.14 3.13
MPI (LSG) 11.0 15.2
MPI (OPYC) 11.2 14.8 2.64 2.73
MRI 134 17.4 2.89 3.03
NCAR* 15.5 19.6 3.78 3.74
UKMO 12.0 15.0 3.02 3.09
Observed 12.4 15.9 2.74 2.90

* Models without flux adjustment.

Here the observed surface air temperature is from Jenne (1975)
and the observed precipitation from Jaeger (1976).
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Figure 5.1: (a) The average surface air temperature simulated by nine coupled models, (b) the difference of the model average from the
observed data of Jenne (1975} and (c) the intermodel standard deviation for DJF. (d-f) As in (a-c) but for JJA. (g) The zonally averaged
difference of eleven coupled models’ surface air temperature from observations for DJF. (h) As in (g) but for JJA. Units °C.
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mean model surface air temperature agrees well with
observations, but that individual models span a range of
about 5°C. Three of the four warmest models are from
simulations without flux adjustment, with the flux-adjusted
models generally having a better simulation of surface air
temperature over the oceans.

5.2.3.2 Precipitation rate

The precipitation rate is a measure of the intensity of the
hydrological cycle and also influences the ocean
thermohaline circulation through the fresh water flux.
Figures 5.2a~c and d—f show the global distribution of the
observed precipitation rate, the coupled models’ average,
and the intermodel standard deviation during DJF and JJA,
respectively. The coupled models are generally successful
in simulating the broad-scale structure of the observed
precipitation, although some features of the actual
precipitation are not well observed. The scatter among the
models is comparatively large in the tropics where the
precipitation rates are themselves largest, as seen in Figure
5.2g and h in terms of zonal averages. The globally
averaged precipitation rate is given in Table 5.2, where we
note that warmer mean temperatures are associated with
larger precipitation rates as might be expected.

5.2.3.3 Mean sea level pressure

The seasonal average mean sea level pressure, displayed in
Figure 5.3, is a measure of both dynamical and
thermodynamical surface features and is linked to the
surface wind stress that drives the ocean. Current coupled
models succeed in representing the observed large-scale
geographical distribution of this field rather well as shown
in Figures 5.3a—f. The scatter among the models seen here
and in Figures 5.3g and h may be partly due to differences
in reduction to sea level, although the scatter at polar
latitudes is a characteristic difficulty also seen in uncoupled
atmospheric models (Boer et al., 1992).

5.2.3.4 Snow and sea ice cover

The extent of snow and sea ice cover summarised in Tables
5.3 and 5.4 is a measure of coupled models™ ability to
simulate some aspects of the seasonal variation of the
cryosphere (although the extreme values of these fields
occur near the ends of the DJF and JJA periods). These
data show that some models have an apparent excess of
winter snow cover which tends to persist into summer. The
ratio of summer to winter snow cover and the simulated sea
ice cover vary greatly among the models, with some of the
models without flux adjustment losing their sea ice in the
Arctic summer and almost all their sea ice in the Southern
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Hemisphere in both summer and winter. The apparent
difficulties the models have in simulating the seasonal
snow and ice cover could have consequences for the
“albedo feedback” and the soil moisture and runoff in the
climate change simulations of Chapter 6.

Table 5.3: Coupled model simulations of Northern
Hemisphere snow cover (1 00 km?),

DJF JJA
(winter) (summer)

BMRC* 62.0 28.4
CcccC 429 11.5
COLA* 534 12.1
CSIRO 375 11.6
GFDL 64.4 10.0
GISS (1)* 41.2 2.5
MPI (LSG) 51.4 5.8
MPI (OPYC) 54.6 16.7
MRI 343 29
NCAR* 414 21
UKMO 353 5.1
Observed (Matson et al., 1986) 44.7 7.8

* Models without flux adjustment,

Table 5.4: Coupled model simulations of sea ice cover
(10° km?).

Northern Southern
Hemisphere Hemisphere
DJF JJA JJA DJF

(winter) (summer) (winter) (summer)

BMRC* 18.9 16.7 <1.0 <1.0
CCC 9.7 7.1 12.2 7.5
COLA* 9.3 1.6 4.0 37
CSIRO 16.6 14.5 21.1 18.9
GFDL 16.0 12.7 247 16.0
GISS ()* 11.0 8.3 12.4 6.4
MRI 19.1 11.5 11.6 3.1
NCAR* 13.6 <1.0 53 <1.0
UKMO 10.2 53 18.0 5.9
Observed (Gloersen 14.5 11.5 16.0 7.0
etal., 1992)

(Ropelewski, 1989) 15.0 9.8 16.7 5.3

* Models without flux adjustment
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Figure 5.2: (a) The observed precipitation rate as estimated by Jaeger (1976), (b) the average of nine coupled models’ simulations and
(c) the intermodel standard deviation for DJF. (d-f) As in (a-c) but for JJA. (g) The zonally averaged precipitation rate from eleven
coupled models and that from observations according to Jaeger (1976) for DIF (solid line). (h) As in (g) but for JJA. Units mm/day.
(See Figure 5.1(g) for model identification.)
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Figure 5.3: (a) The mean sea level pressure from NMC operational analyses during 1978 t01988, (b) the average of nine coupled
models’ simulations, and (c) the intermodel standard deviation for DJF.(d-f) Units hPa. (d-f) As in (a-c) but for JJA. (g) The zonally

averaged mean sea level pressure from eleven coupled models and that from observations (solid line) for DJF. (h) As in (g) but for JTA.
Units hPa. (See Figure 5.1(g) for model identification.)
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Figure 5.4: (a) The surface heat flux from observations (Esbensen and Kushnir, 1981), (b) the average of nine coupled models’
simulations, and (c) the intermodel standard deviation for DJF. (d-f) As in (a-c) but for JJTA. (g) The zonally averaged surface heat flux

from nine coupled models and that from observations (solid line). (h) As in (g) but for JJA. Units Wm2, (See Figure 5.1(g) for model
identification.)
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5.2.3.5 Ocean surface heat flux and thermohaline circulation
The surface heat flux measures the energetic interaction of
the atmosphere and ocean, and together with the surface
fresh water flux, governs the strength of the ocean's
thermohaline circulation. Figure 5.4 shows the coupled
models’ net surface heat flux, while Figure 5.5 shows the
average heat flux adjustment in the models that use one.
All the coupled models portray the ocean’s absorption of
heat in summer and its release in winter (Figures 5.4a—f),
although there is a tendency for the modelled fluxes to
exceed the observationally based estimates on the zonal
average (Figure 5.4g and h). The heat flux adjustment,
however, is seen to vary widely among the models that use
it (Figure 5.5b and d; see also Table 5.1).

The thermohaline circulation in the oceans is important
for the poleward heat transport in the climate system. Table
5.5 shows that only 4 of the 10 models considered have
Atlantic thermohaline circulations with maxima in the
“accepted” range of 13—-18 Sv (10® m3 s~!) near 50°N
(Schmitz and McCartney, 1993). These results suggest that
flux adjustment and an equilibrium ocean model spin-up
may be necessary (but not sufficient) conditions for
thermohaline circulations in this range. No model without
flux adjustment attains the accepted range, and of the four
thermohaline circulations that are weak, only one is for a
flux-adjusted model.

Table 5.5: Coupled model simulations of the strength of the
North Atlantic thermohaline circulation’.

Strength (Sv) State Flux
(10° m3 s correction E
BMRC”* 6 weak no yes
cCC 14 moderate yes yes
CSIRO 18 moderate yes yes
GFDL 17t moderate yes yes
GISS (1)* 2 weak no no
GISS (2)° 26 sttong no yes
MPI (LSG) 267 strong yes yes
MRI 2 weak yes yes
NCAR”® 2t weak no no
UKMO 16 moderate yes yes

§ This table is intended to represent the strength of the
meridional mass flux maximum near 50°N.

Values taken from Gates et al. (1993).

E Indicates whether the model spin-up is to a long-term

—

equilibrium state. )
* Models without flux adjustment.
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5.2.4 Simulation of the Variability of the Coupled System
While much attention has been focused on the mean
climate simulated by coupled models, the simulation of
variability is at least as important in many considerations,
including the detection of climate change (see Chapter 8).

5.2.4.1 Monthly and seasonal variability

The evaluation of coupled model variability on monthly to
seasonal time-scales is illustrated by the work of Meehl et
al. (1994), who calculated a measure of intermonthly
standard deviation of lower tropospheric temperature from
their coupled model and compared it with observations
from the microwave sounding unit (MSU) at “periods
greater than one month but less than twelve months”. The
simulated values were generally larger than those observed
in the tropics and smaller in southern high latitudes. The
model successfully simulated some of the features of the
observed intermonthly variation, including a representation
of the Madden-Julian Oscillation in the tropics and blocking
events in the extratropics (see also Section 5.3.1.2).

5.2.4.2 Interannual and ENSO time-scale variability
Figure 5.6 displays the standard deviation of the annual
mean surface air temperature from observations and from
three coupled model simulations. There is qualitative
agreement in that the models reproduce the larger
variability observed over the continents and at high
latitudes. The El Nifio-Southern Oscillation-related
variability in the eastern tropical Pacific, however, is
generally underestimated in the models. The largest
differences among these models is found over the tropical
oceans where values differ by as much as a factor of 2.

The El Nifio-Southern Oscillation (ENSO) represents
one of the coupled system’s dominant interannual
variations. ENSO is thought to involve modes of variability
that produce coupled anomalies in the eastern Pacific, and
modes that involve internal ocean dynamics and wave
reflection from boundaries requiring high resolution for
their simulation (Schopf and Suarez, 1988; Neelin, 1991;
Jin and Neelin, 1993a, b; Neelin and Jin, 1993).

Multi-decadal integrations with coarse-resolution global
coupled models display interannual variability in the
tropical Pacific that resembles some aspects of the
observed variability associated with ENSO, although
typically of lesser amplitude (Sperber er al., 1987; Meehl,
1990; Lau et al., 1992; Sperber and Hameed, 1991; Nagai
et al., 1992; Meehl er al., 1993). Changes in such features
as the mean thermocline depth, however, can produce
different manifestations of interannual variability (Nagai et
al., 1992; Moore, 1995; Tett, 1995). Higher resolution but
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limited domain coupled models have also been used
successfully in ENSO forecast studies (Latif er al., 1994),
and global ENSO forecast models are under development
(Ji et al., 1994). A class of model that combines a global
atmospheric model and a limited domain high-resolution
ocean (usually over the tropical Pacific) has been used to
study ENSO-type interannual variability over longer time
periods (Philander er al., 1992; Gent and Tribbia, 1993;
Latif et al., 1993), as well as to demonstrate linkages
between the Indian monsoon and ENSO (Barnett er al.,
1989). These studies give some credibility to the simulated
changes of interannual variability on ENSO time-scales
associated with greenhouse gas increases (see Chapter 6).
Improved simulations of ENSO variability are expected
from coupled global models that better resolve equatorial
ocean dynamics.

5.2.4.3 Decadal and longer-term variability

The extended coupled model integrations now becoming
available allow investigation of longer time-scale
variability. Although the surface air temperature has
perhaps the “best” observed long time-series record (100-
150 years), there are problems in comparing this record,
which includes the effects of both internally generated and
externally forced variability, with model simulations which
include only the internally generated component (Santer et
al., 1995b; Hegerl et al., 1996; Chapter 8). Such a
comparison is also hindered by the effects of sparse
observations during the early part of the record and at high
latitudes (Karl et al., 1993; Jones, 1994), and difficulties in
correcting the systematic errors due to urbanisation and
changes in measurement methods.

The standard deviation of decadal mean surface
temperature is shown in Figure 5.7. This measure of long
time-scale variability indicates that coupled models are
capable of simulating the observed increase of interdecadal
variability with latitude. The variability of decadal means
associated with the ice edge can also be seen in some
models. There are substantial unexplained differences
among the models, however, and this must be kept in mind
when interpreting the results of long-term transient
experiments (see Chapter 6).

Long time-series of the global mean surface air
temperature anomalies from the MPI/LSG and GFDL
coupled models are shown in Figure 5.8, and similar
records are available from other shorter simulations. The
MPI model exhibits a large fluctuation in the first 250
years of the integration (which is related to sea ice
flnctuations), while other models (e.g., BMRC and GISS1)
show a slow climate drift over the first century. Coupled
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Figure 5.8: The globally averaged annual mean surface air
temperature time-series from the GFDL and MPI coupled model
simulations. Units °C, expressed as anomalies from the time mean.

models are able to simulate a range of natural or internal
variability, whose correct simulation is important for the
detection of climate change (see Chapter 8).

5.2.5 Simulation of Regional Climate

The key factors that affect the regional performance of
global coupled models are their horizontal resolution and
their physical paramctrizations. Coarse resolution
atmospheric models are unable to realistically portray the
extent and height of mountains, with consequent distortions
in their simulation of orographic precipitation on regionai
scales, while coarse resolution ocean models suffer similar
distortions in their simulation of boundary currents. A
GCM’s resolution may also introduce systematic errors in
the depiction of coastlines, with consequent effects on the
simulation of regional circulation and temperature. With
their present horizontal resolution of several hundred km
(Table 5.1), the largest errors of coupled models’ simulation
of the observed seasonal temperature generally occur on the
smaller resolved scales over the continents (Figure 5.1).
Differences between models also tend to be greater at the
regional scale (Figure 5.1). See Chapter 6 (Section 6.6.1 and
Figure 6.32) where the regional simulations of precipitation
and surface temperature by five coupled ocean-atmosphere
models are compared with observations.

As the resolution of models increases, the parametrization
of subgrid-scale physical processes such as convection,
mixing, and surface fluxes may need to be reformulated to
more adequately represent their interaction with the newly
resolved scales of motion. The accurate portrayal of
regional climate is also limited by the general increase of
variability found on smaller scales (see Section 5.2.5).
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Regional-scale climate can also be simulated by using a
higher-resolution model over a limited area of the world
(e.g., Giorgi et al., 1994, as discussed further in Chapter 6).
With adequate boundary conditions (or lateral forcing)
provided either by observations or by a global model, and
with careful placement of the boundaries of the area, such
models can portray the climate at regional and local scales
with more accuracy than that given by global climate models
of conventional resolution. This indicates that when it is
possible to use higher resolution in coupled global models, a
general increase in accuracy may be expected, especially
near mountains and coasts and in regions of high variability.

5.2.6 Summary

Coupled modelling is rapidly accelerating, and the present

state may be summarised as follows:

(1) The large-scale features of the current climate are
well simulated on average by current coupled models;

(2) Different coupled models simulate the current
climate with various degrees of success, and this
affects the confidence that can be placed in their
simulations of climate change;

(3) Flux adjustments are relatively large in the models
that use them, but their absence affects the realism of
the control climate and the associated feedback
processes;

(4) The analysis of variability is providing new
opportunities for mode] evaluation.

5.3 How Well Do the Component Atmosphere, Land-
surface, Ocean and Sea Ice Models Reproduce
Current Climate?

5.3.1 Atmospheric General Circulation Models
5.3.1.1 Simulation of mean seasonal climate

5.3.1.1.1 Introduction

Atmospheric general circulation models (GCMs) have
undergone many refinements in formulation and
parametrization during more than four decades of continuous
development and use for weather prediction and climate
simulation. Evaluation of individual atmospheric GCMs used
for climate simulation are widely available in the literature,
although attempts to intercompare them under standard
conditions have been undertaken only relatively recently. In
general, there has been a progressive increase in the accuracy
of atmospheric climate models’ simulation of the observed
average large-scale distribution of pressure, temperature and
circulation, and of elements of the heat and hydrologic
balances such as radiative fluxes and precipitation. There
have also been progressive improvements in atmospheric
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models’ portrayal of regional mean climate (Chapter 6,
Section 6.6) and of atmospheric variability on a variety of
time-scales (Section 5.3.1.2).

Here we present a new assessment of the ability of current
atmospheric GCMs to simulate the observed mean seasonal
climate. For this purpose we use the emerging results of the
international Atmospheric Model Intercomparison Project
(AMIP) (Gates, 1992). Virtually all global atmospheric
modelling groups! are participating in this project, which calls
for a ten-year simulation under agreed conditions. The AMIP
boundary conditions used by all participating atmospheric
GCMs consist of the 1979 to 1988 sequence of observed
monthly averaged distributions of sea surface temperature and
sea ice, an atmosphere CQO, concentration of 345 ppmv and a
value of 1365 Wm? for the solar constant. We focus here on
the AMIP models’ simulation of selected variables that were
not considered in the section on coupled models (Section 5.2).
The actual climate is given by observational estimates that are
believed to be the most representative of the AMIP decade,
although in some cases other data are also used to provide
global coverage. For this purpose both the models’ results and
the observed data were regridded to a common 4° latitude and
5° longitude grid, which is representative of the AMIP
models” horizontal resolution.

5.3.1.1.2 Surface air temperature over land, precipitation
and mean sea level pressure :

In general, the AMIP models’ simulation of these variables
is similar to that shown for coupled models in Section 5.2.
Although the prescription of sea surface temperature
effectively determines the surface air temperature over the
oceans, the AMIP models’ performance provides
reassuring evaluation of their ability to portray the summer
and winter temperatures (not shown) over the continents.
There are, however, relatively large regional discrepancies
over continental interiors and over Antarctica. Current
models’ overall simulation of the surface air temperature is
superior to that of previous generations of atmospheric
GCMs.

The overall geographical distribution of the AMIP models’
precipitation (not shown) resembles that observed, but there
are notable deficiencies. The simulation of tropical
precipitation shows a slight improvement over that given by
Boer ez al. (1992) for models of comparable resolution. Much
of this increase in accuracy is thought to be due to
improvements in the parametrization of penetrating cumulus
convection, on which the low-latitude precipitation is

I See the Supplementary Table at the end of this chapter for a
detailed list of institutions involved.
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critically dependent. The seasonal sea level pressure
distribution (not shown) reveals a slight improvement over
that seen in Boer ef al. (1992), and is a marked improvement
over that of the earlier generation of models (Gates, 1987). At
least part of this increase in accuracy may be due to increases
in model resolution.

5.3.1.1.3 Tropospheric temperature and circulation

The three-dimensional temperature distribution (not
shown) simulated by the AMIP models bears a close
resemblance to that observed in both summer and winter.
The most prominent discrepancies are a tendency for the
models to be systematically too cold at lower levels in the
tropics and in the upper troposphere and lower stratosphere
in higher latitudes, and too warm in the tropical lower
stratosphere. Similar but more pronounced errors were
reported by Boer et al. (1992). The circulation
accompanying the temperature distribution is shown in
Figure 5.9 in terms of the zonally averaged zonal wind at
200 hPa. These data show that while the AMIP models
generally simulate the zonal winds with considerable
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Figure 5.9: The zonally-averaged zonal wind (ms~!) at 200 hPa
as observed (black line) and as simulated by the AMIP models for
(a) DJF and (b) JJA. The mean of the models’ results is given by
the full white line, and the 10, 20, 30, 70, 80 and 90 percentiles
are given by the shading surrounding the model mean. The
observed data are from Schubert ef al. (1992).
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Figure 5.10: As in Figure 5.9 except for total cloudiness (%). The
observational estimates are from ISCCP data for 1983 to 1990
(Rossow and Schiffer, 1991).

accuracy, there is a tendency to overestimate the strength
of the Southern Hemisphere zonal winds near the
tropopause, a feature that may be related to the models’
limited vertical resolution. In general, the AMIP models’
winds in the troposphere closely resemble those observed.

5.3.1.1.4 Cloudiness

Clouds exert a significant influence on the atmospheric heat
budget through their reflection and absorption of radiation
(Chapter 4, Section 4.2), and the treatment of cloud type,
amount, height, optical properties and water content differ
widely in current atmospheric GCMs. Figure 5.10 shows
the distribution of the AMIP models’ simulation for the
zonally averaged. total cloudiness during DJF and JJA,
together with an estimate of the zonal average of the
observed cloudiness. These data show that current models
portray the large-scale latitudinal structure and seasonal
change of the observed total cloud cover with only fair
accuracy, and there is an apparent systematic underestimate
of the cloudiness in low and middle