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Executive Summary

Regional climates emerge from the complex interaction of large-scale climate phenomena such as monsoons, tropical convergence zones, ENSO and other dominant modes of climate variability, and local physical processes. Climate phenomena therefore provide a useful scientific basis for the understanding and assessment of regional climate change. For example, past changes in regional climate are often interpreted in terms of changes in dominant modes of climate variability (see Chapters 2, 3, 4, 7 and 10). Large-scale climate phenomena are also increasingly well simulated by global climate models, and so provide a useful basis for evaluating regional processes in such models (see Chapter 9). Credibility in regional climate change projections is gained by the ability of climate models to represent relevant phenomena and the processes that drive them (see Chapter 9), and model agreement in future projections of the phenomena (see Chapters 11 and 12). These criteria form the scientific basis for this recent assessment of future changes in climate phenomena and regional climate, which is summarised below:

Future Changes in Climate Phenomena

Monsoon Systems [14.2]

There is medium to high confidence that global monsoon precipitation is likely to strengthen in the 21st century with increase in its area and intensity while the monsoon circulation weakens. In high emission scenarios, global monsoon area and global monsoon total precipitation are very likely to increase by the end of the 21st century. Monsoon onset dates are likely to be early or not to change much and the monsoon retreat dates are very likely to delay, resulting in lengthening of the monsoon season. There is high confidence in the assessment that future increase in precipitation extremes is very likely in the South Asian and the East Asian monsoon regions. Precipitation extremes are also very likely to increase in the North and South African monsoon regions as well as in the Australian monsoon region. There is medium confidence that interannual rainfall variability is likely to increase in the future and the relationship between monsoon and El Niño is also likely to strengthen. [14.2.1]

There is medium to high confidence that overall precipitation associated with the Asian-Australian monsoon system is likely to increase but with a north-south asymmetry: the Indian monsoon rainfall increases while the changes in the Australian summer monsoon rainfall are small. Medium confidence in that the Indian summer monsoon circulation weakens, but compensated by increased atmospheric moisture content likely leading to more rainfall. For the East Asian summer monsoon region, both monsoon circulation and rainfall will likely increase. It is likely that rainfall will increase due to enhanced monsoon circulation and increased water vapour, but there is low confidence in the spatial distribution of such rainfall change. There is medium confidence that over the Maritime continent monsoon the austral summer precipitation is likely to increase. There is high confidence that the Australian summer monsoon over the Java archipelago and northernmost Australia will very likely to be delayed and shortened while there is a medium confidence in the delay of monsoon over the interior of Australia. Medium confidence in that the Western North Pacific monsoon is likely to weaken, but compensating moisture effects will enhance precipitation. [14.2.2]

There is low confidence in projections of the American monsoon precipitation changes. It is likely that precipitation associated with the NAMS will arrive later in the annual cycle, and persist longer. Future changes in the timing and duration of the SAMS are also likely, but details of these changes remain uncertain. [14.2.3]

There is medium confidence that a small delay in the development of the West African mean rainy season is likely; but with an intensification of late-season rains. The limitations of model simulations in the region suggest a cautious approach towards future projections. [14.2.4]

Tropical Phenomena and Modes of Variability [14.3]

There is low to medium confidence that an increase in precipitation along the ITCZ and a decrease in precipitation in the subtropics are likely in the future. There is medium confidence in assessing that the frequency of zonally-oriented SPCZ events is likely to increase, with the SPCZ lying well to the northeast of its average position. There is medium confidence that rainfall change over tropical oceans is likely to follow a ‘warmer-get-wetter’ pattern, increasing where the SST warming exceeds the tropical mean and vice versa. There is medium confidence that SACZ is likely to shift southwards, leading to an increase in precipitation...
over southeastern South America. A reduction of precipitation associated with the SACZ, or southward shifting of the precipitation band, in future projections is likely. [14.3.1]

There is low confidence in assessing the future changes in MJO due to the poor skill in simulating MJO and its sensitivity to SST warming patterns that are subject to large uncertainties in their future projection. [14.3.2]

There is medium to high confidence that the tropical Indian Ocean is likely to feature a zonal pattern with reduced (enhanced) warming and decreased (increased) rainfall in the east (west), a pattern especially pronounced during August to November. There is high confidence that the Indian Ocean dipole mode will likely remain active, with interannual variability unchanged in SST but decreasing in thermocline depth. [14.3.3]

The observed SST warming in the tropical Atlantic represents a reduction in spatial variations in climatology: the warming is weaker in north compared to south of the equator; and the equatorial cold tongue weakens both in the mean and interannual variability. There is low confidence in the projections over the tropical Atlantic - both for the mean and interannual modes, because of large errors in model simulations of current climate. [14.3.4]

El Niño-Southern Oscillation [14.4]

ENSO shows considerable inter-decadal modulations in amplitude and spatial pattern both in the instrumental record and in model simulations. There is high confidence that ENSO very likely remains as the dominant mode of interannual variability in the future. However, natural modulations of the variance and spatial pattern of ENSO are so large that it is as likely as not whether any projected change in the 21st century is attributable to changes in atmospheric composition. There is high confidence that both El Niño and La Niña-induced teleconnection patterns over the extra-tropical Northern Hemisphere are likely to move eastwards in the future. There are indications that the central Pacific type of El Niño will become more frequent in a warmer climate but the confidence is low because of large natural modulations of El Niño patterns.

Annular and Dipolar Modes of Variability [14.5]

There is high confidence that future boreal wintertime NAO is very likely to exhibit large natural variations and trends of similar magnitude to those observed in the past; is very likely to be differ quantitatively from individual climate model projections; is likely to become slightly more positive (on average) due to increases in greenhouse gases. There is high confidence that the austral summer/autumn positive trend in SAM is very likely to continue but is likely to weaken considerably as ozone depletion recovers through to the mid-21st century. There is medium confidence from recent studies that projected changes in NAO and SAM are sensitive to boundary processes, which are not yet well represented in many climate models currently used for projections e.g., stratosphere-troposphere interaction, ozone chemistry, solar forcing, and atmospheric response to Arctic sea ice loss.

Additional Phenomena of Relevance [14.6]

PNA – no future assessment available. [14.6.1]

There is medium confidence that the PSA pattern is likely to change due to tropical convection changes in the Pacific/Indonesia regions. The changes are likely to be in intensity and position of the anomalous centres and may affect precipitation over South America. [14.6.2]

Low to medium confidence that it is likely that the frequency of NH and SH blocking will decrease under increasing GHG concentrations, while trends in blocking intensity and persistence are uncertain. Future strengthening of the zonal wind and meridional jet displacements may partially account for the projected decrease in blocking frequency. [14.6.3]

There is low to medium confidence that TBO strengthens in the future but the internally generated decadal timescale variability complicates the interpretation of such future changes. [14.6.4]
On the basis of the recent literature, it is as likely as not that the QBO may weaken in future, and its period may increase slightly. [14.6.5]

Future changes in the PDO/IPO are uncertain and have not been investigated in any depth. It is presently as likely as not that the PDO/IPO will change its form or temporal behaviour in future. [14.6.6]

It is unlikely that the AMO will change its behaviour as the mean climate changes. However, natural fluctuations in the AMO over the coming few decades are likely to influence regional climates at least as strongly as will human-induced changes. [14.6.7]

**Tropical Cyclones [Box 14.2]**

The influence of climate change on tropical cyclones is likely to vary by region, but the specific characteristics of the changes are not yet well quantified. Data quality provides only low confidence in the detection of century-scale trends in tropical cyclone activity and their attribution to CO₂ forcing. However, there is medium confidence that shorter-term forcing by natural and anthropogenic aerosols have had a measurable effect on tropical cyclone activity in certain regions. Projections for the 21st century indicate that it is likely that the global frequency of tropical cyclones will either decrease or remain essentially unchanged, concurrent with a likely increase in both global mean tropical cyclone maximum wind speed and rainfall rates, but there is lower confidence in region-specific projections. The frequency of the most intense storms will more likely than not increase substantially in some basins.

**Extra-tropical Cyclones [Box 14.3]**

There is high confidence that the global number of extra-tropical cyclones is unlikely to decrease by more than a few percent due to global warming and that future changes in storms are likely to be small compared to natural interannual variability and substantial variations between model simulations of storms. There is high confidence that a small poleward shift is likely in the Southern Hemisphere storm track, but the magnitude is model-dependent. There is medium confidence that a poleward shift in the N. Pacific storm track is more likely than not and that it is unlikely that the response of the N. Atlantic storm track is a simple poleward shift. There is low confidence in the impact of storm track changes on regional climate at the surface especially for extreme events.

**Future Changes in Regional Climate**

**Arctic**

There is high confidence that future temperature evolution of Arctic climate on decadal time scales and longer will likely continue to be dominated by the signals of anthropogenic climate change. It is likely the pan-Arctic region will experience a statistically-significant increase in precipitation by mid-century. [14.7.2]

**North America**

There is high confidence that very likely the anthropogenic warming signal will be large compared to internal variability in all NA regions throughout the year by mid-century. There is medium confidence that it is likely that the northern half of NA will experience an increase in precipitation over the 21st century, while Mexico and Central America will experience a decrease. [14.7.3]

**Central America and Caribbean**

It is virtually certain that temperatures are very likely to increase in Central America and the Caribbean and likely that precipitation will decrease in most of the Central America and Caribbean regions. [14.7.4]

**South America**

It is very likely that the precipitation will increase in La Plata basin and northwestern coast of South America and will decrease in Northeastern Brazil, eastern Amazonia and Chile. There is medium confidence in extreme precipitation trends in Northeast, northern sector of Southeast and west coast of tropical South America. It is very likely that the temperature will increase in the whole continent, but the highest temperatures are projected in southern Amazonia. It is very likely that there is an increase of warm days and nights and reduction of cold days and nights in most regions of South America. It is likely that the heat waves become more frequent in Amazonia, Northeast and west coast of South America.  [14.7.5]
Europe and Mediterranean

There is medium confidence in models ability to project regional temperature changes, particularly for a specific climate scenario. It is therefore virtually certain that temperatures will show a positive trend throughout the century over all of Europe and the Mediterranean region and will be enhanced with the intensity of the anthropogenic radiative forcing. It is very likely that winter temperature will rise more in NE than in CE or MD subregions, while in summer the warming will be more intense in MD and CE than in NE. The length, frequency, and/or intensity of warm spells or heat waves are assessed to be very likely to increase throughout the region. There is medium confidence in an annual increase in NE and CE, while a decrease is likely in MD during the summer half year. It is very likely that the frequency and intensity of winter precipitation will increase in the 21st century over NE and CE but there is a notably inconsistency and low confidence over the MD since changes depend on region and model considered. [14.7.6]

Africa

There is high confidence that it is virtually certain that all of Africa will continue to warm during the 21st century. Sahara already very dry is very likely to remain dry. But because of models’ overall inability to capture the physical processes of the monsoonal rain in West Africa and large model spread in the projections, there is low confidence in projection statements about drying or wetting of Sahel and the rest of West Africa. There is medium confidence in projections with likely little change in mean precipitation in East Africa, while Southern Africa is likely to receive reduced precipitation in Austral winter. There is a high confidence of a likely increase in rainfall for the East African short rainy season, but low confidence in projections regarding drying or wetting in the long rainy season. There is medium confidence of a likely decrease in spring and summer rainfall over much of Southern Africa. [14.7.7]

Central and North Asia

A stronger warming trend is projected for northern Asia during winter. For central Asia, warming magnitude is similar between winter and summer. Precipitation in northern Asia will very likely increase, whereas the precipitation trend over central Asia is less certain. Extreme precipitation events will likely increase in both regions. [14.7.8]

East Asia

It is very likely that temperatures will increase by the end of the century, more in summer than in winter, related to a decrease in soil moisture, and that there will be a decrease in precipitation, mainly in winter, since there is very little precipitation in summer under present-day conditions. As a consequence, it is likely that there will be more pronounced drought periods. There is medium confidence, that an increase of East Asian summer monsoon intensity throughout the 21st century and of summer precipitation over the whole of East Asia is likely. Precipitation increase is likely over the Yangtze River Valley, Korean peninsula and Japan during the Mei-yu-Changma-Baiu season in May-July. Precipitation extremes are very likely to increase over most of southeastern China in all seasons, and over Japan in summer. There is high confidence that surface air temperature over East Asia virtually certain will increase significantly by the end of the 21st century, with larger magnitude over northern China and in winter. [14.7.9]

West and South Asia

There is high confidence in assessment of temperature projections. It is virtually certain that temperatures will increase in both sub-regions. Projected regional rainfall changes are broadly consistent with physical arguments of ‘wet gets wetter and dry becomes drier’ over these two contrasting rainfall regions of West and South Asia. However, large uncertainties in the projected amplitude changes make the assessment difficult. There is low to medium confidence in quantitative assessment of precipitation changes, but it is likely that West Asia will receive less precipitation in the April to September half year and South Asia will receive more than at present. [14.7.10]

Southeast Asia

There is high confidence that warming is very likely to continue through this century. It is likely that the warming will show substantial sub-regional differences. It is very likely that there will be a greater warming at night-time than daytime for all seasons. It is very likely that the rising temperatures will continue to be manifested in a rising number of hot days and warm nights, and a decline in cooler weather. There is medium confidence that rainfall is likely to increase averaged across the region, but the direction of change has strong geographical variations. [14.7.11]
Australia and New Zealand
There is high confidence that it is likely that cool season precipitation will continue to decrease over southern Australia, with dry spells likely to become more persistent over southern Australia. It is very likely that the Australian continent will continue to warm through the 21st century, at a rate similar to the global land-surface mean. The frequency of very warm days is virtually certain to increase through this century, across the whole country. There is also high confidence that it is very likely that temperatures will continue to rise over New Zealand, at less than the global rate through the 21st century. There is moderate confidence that precipitation is likely to increase in western regions of New Zealand in winter and spring. In summer and autumn, it is as likely as not that precipitation amounts will change. [14.7.12]

Pacific Islands Region
It is very likely that temperatures, including the frequency and magnitude of extreme high temperatures, will continue to increase through the 21st century. Rainfall is likely to increase in equatorial regions (e.g., Kiribati). However, in regions directly affected by the SPCZ and western portion of the ITCZ, the rainfall outlook is uncertain and it is as likely as not that rainfall will increase in many Pacific Island nations. [14.7.13]

Antarctic
There is moderate confidence that it is very likely that Antarctic temperatures will continue to increase, but more slowly than the global mean rate of increase. As temperatures rise, it is likely that precipitation will increase, but the magnitude and the spatial pattern of change are uncertain. The form of future changes in Antarctic sea ice extent and in surface climate change over the continent will depend strongly on the future evolution of the SAM and the ENSO teleconnection, both of which remain uncertain. [14.7.14]
14.1 Introduction

Regional climates, including their mean state and variability\(^1\), are the complex outcome of local physical processes, and the non-local response to large-scale phenomena such as the El Niño-Southern Oscillation (ENSO) and other dominant modes of climate variability. This chapter assesses the physical basis of future regional climate change in the context of changes in the following types of phenomena: regional-scale convergence zones (i.e., monsoons, tropical convergence zones), large-scale modes of climate variability, and tropical and extra-tropical cyclones. More generic processes relevant to regional climate change, such as thermodynamic processes and land-atmosphere feedback processes are assessed in Chapter 12. Local processes such as snow-albedo feedback, moisture feedbacks due to local vegetation, effects of steep complex terrain etc. can be important for changes but are beyond the scope of this chapter. Our focus here is on large-scale atmospheric phenomena rather than more local feedback processes or impacts such as floods and droughts.

The following two subsections provide a general introduction on regional-scale convergence zones and modes of climate variability, before specific phenomena are assessed in Sections 14.2–14.6. Each section briefly describes a climate phenomenon, provides a summary of key findings from the Fourth Assessment Report, AR4 (IPCC, 2007b), assesses process understanding and how well models simulate the phenomenon, and then presents an assessment of future projections for the phenomenon. Section 14.7 then uses these phenomena to interpret projected future changes for regions defined in previous regional climate change assessments (IPCC, 2007a; IPCC, 2007b; IPCC, 2012). An assessment of Regional Climate Models (RCMs) and other downscaling tools required for local impact assessments is presented in Section 9.5. Section 14.1.3 discusses the important cross-cutting topic of cyclones, and Section 14.1.5 concludes with a summary of findings from AR4 relevant for this assessment.

14.1.1 Regional-Scale Convergence Zones

The dynamics of regional climates are determined by local weather systems that control the net transport of heat, moisture, and momentum into the region. For example, the major monsoon systems where the seasonal movement of convergence zones over land leads to profound changes in local hydrological cycles. Monsoon systems are well-known climate phenomena that affect the lives of billions of people particularly in Asia, Africa, Australia, and the Americas. Section 14.2 assesses current understanding of monsoonal behaviour in the present and future climate, how monsoon characteristics are influenced by the large-scale tropical modes of variability and their potential changes, and how the monsoons in turn affect regional extremes. Convergence zones over the tropical oceans also play a fundamental role in determining both regional climates and the global atmospheric circulation. Section 14.3 presents an assessment of these and other important tropical phenomena.

[START BOX 14.1 HERE]

Box 14.1: Conceptual Definitions and Impacts of Modes of Climate Variability

This box briefly defines key concepts used to interpret modes of variability (below) and summarises regional impacts associated with well-known modes (Box 14.1, Table 1 and Box 14.1, Figure 1). The terms below are used to describe variations in time series variables reported at a set of geographically-fixed spatial locations e.g., a set of observing stations or model grid points\(^2\).

**Climate indices**

Time series constructed from climate variables that provides an aggregate summary of the state of the climate system. For example, the difference between sea-level pressure in Iceland and the Azores provides a simple yet useful historical NAO index (see Box 2.4 for definitions of this and other well-known observational indices). Because of their maximum variance properties, climate indices are often defined using principal components.

---

\(^1\) Regional climate is understood here in the widest sense to mean the whole joint probability distribution of climate variables for a region including the time-mean state, the variance and co-variance, and the extremes.

\(^2\) Based on the more complete statistical and dynamical interpretation in Stephenson et al. (2004).
**Principal component**
A linear combination of a set of time series variables that has maximum variance subject to certain normalisation constraints. Principal components are widely used to define optimal *climate indices* from gridded datasets (e.g., the AO index defined as the principal component of gridded NH sea-level pressure).

**Climate pattern**
A set of coefficients obtained by “projection” (regression) of climate variables at different spatial locations onto a *climate index* time series.

**Empirical Orthogonal Function**
The *climate pattern* obtained when choosing the *climate index* to be a principal component. It is an eigenvector of the covariance matrix.

**Teleconnection**
A statistical association between climate variables at widely separated, geographically-fixed spatial locations. Teleconnections are caused by large spatial structures such as basin-wide coupled modes of ocean-atmosphere variability, Rossby wave-trains, mid-latitude jets and storm-tracks, etc.

**Teleconnection pattern**
A correlation map obtained by calculating the correlation between variables at different spatial locations and a *climate index*. It is the special case of a *climate pattern* obtained for standardised variables and a standardised *climate index* i.e., the variables and index are each centred and scaled to have zero mean and unit variance. One-point teleconnection maps are made by choosing a variable at one of the locations to be the climate index.

**Mode of climate variability**
Underlying space-time structure with preferred spatial pattern and temporal variation that helps account for the gross features in variance and for *teleconnections*. A mode of variability is often considered to be the product of a spatial *climate pattern* and an associated *climate index* time series.

**Climate regime**
A set of similar states of the climate system that occur more frequently than nearby states due to either more persistence or more often recurrence. In other words, a cluster in climate state space associated with a local maximum in the probability density function.

---

14.1.2 **Modes of Climate Variability**

This chapter assesses future changes in modes of climate variability that are known to be relevant for regional climate (see Box 14.1 for definitions of mode, regime, and teleconnection). Phenomena of interest include large-scale tropical modes of variability, such as ENSO (Section 14.4), modes of variability affecting
the mid-latitudes that are influenced by tropical variability, such as the Pacific-North American (PNA) pattern (Section 14.6), and modes that represent mid- and high-latitude dynamical variability, such as the NAO/NAM and SAM (Section 14.5). Many of these modes are described in previous IPCC reports (e.g., Section 3.6 of AR4) and a recent assessment of observed historical behaviour can be found in Section 2.6 of this report. Climate models are generally able to simulate the gross features of many of the modes of variability (see Chapter 9), and so provide useful tools for understanding how modes might change the future (e.g., Handorf and Dethloff, 2009; Müller and Roeckner, 2008).

Modes and regimes provide a simplified description of variations in the climate system. In the simplest paradigm, variations in local climate variables are described by linear projection onto a set of mode indices (Baldwin et al., 2009; Baldwin and Thompson, 2009; Hurrell and Deser, 2010). For example, a large fraction of interannual variance in Northern Hemisphere sea-level pressure is accounted for by linear combinations of the NAM and the PNA modes (Quadrelli and Wallace, 2004). Furthermore, four climate modes account for much of the variation in global atmospheric mass: the two annular modes (SAM and NAM), a global ENSO-related mode and a fourth mode related to the Pacific Decadal Oscillation (PDO), which in turn is closely related to ENSO and the PNA pattern (Trenberth et al., 2005b). The non-linear regime paradigm considers the probability distribution of local climate variables to be a multi-modal mixture of distributions related to a discrete set of regimes/types (Cassou and Terray, 2001; Monahan et al., 2001; Palmer, 1999). Individual modes are prone to misinterpretation (Monahan et al., 2009) and there is debate on the relevance of the different paradigms (Ambaum, 2008; Christiansen, 2005; Fereday et al., 2008; Stephenson et al., 2004).

Modes of climate variability may respond to climate change in one or more of the following ways:

- **Index changes** – the probability distributions of the mode indices may change (e.g., shifts in the mean and/or variance, or more complex changes in shape such as changes in local probability density e.g., frequency of regimes);

- **Spatial changes** – the spatial patterns associated with the modes may change (e.g., new flavours of ENSO, see Section 14.4.4) or regional teleconnections may alter (e.g., enhanced precipitation for a given change in index; (Bulic and Kucharski, 2012);

- **Structural changes** – the types and number of modes and their mutual dependencies may change – completely new modes could in principle emerge.

Assessment of changes in modes of variability can be problematic for several reasons. Firstly, interpretation depends on how one separates modes of variability from forced changes in the time mean or variations in the annual cycle (Compo and Sardeshmukh, 2010; Pezzulli et al., 2005). Modes of variability are generally defined using indices based on either detrended anomalies (Deser et al., 2010a) or anomalies obtained by removing the time mean over a historical reference period (see Box 2.4 in Chapter 2). The mode index in the latter approach will include changes in the mean, whereas by definition there is no trend in a mode index when it is based on detrended anomalies. Secondly, it can be difficult to separate natural variations from forced responses, for example, 20th Century warming trends in the N. Atlantic that may be due to trends in aerosol and other forcings rather than natural internal variability (see Sections 14.6.1 and Box 14.3). Finally, modes of climate variability are non-linearly related to one another (Hsieh et al., 2006) and this relationship can change in time (e.g., trends in correlation between ENSO and NAO indices).

Even if a climate mode index does not contribute greatly to mean regional climate change, a climate mode may still play a very important role in regional natural variability. This is especially so for changes in the extremes of regional climate, which are likely to be sensitive to small changes in variance or shape of the distribution of the mode indices or the mode spatial patterns (Coppola et al., 2005; Scaife et al., 2008). Therefore, in addition to being a major source of uncertainty for future regional climate projections (Deser et al., 2012), changes in the variance and extremes of mode indices are relevant for future regional climate.

### 14.1.3 Tropical and Extra-Tropical Cyclones

Tropical and extra-tropical cyclones are important weather phenomena intimately linked to regional climate phenomena and modes of climate variability. Because of their cross-cutting nature, they are assessed here in...
Boxes 14.2 and 14.3 separately from other climate phenomena. Both types of cyclone can produce extreme wind speeds and precipitation (see Section 3.4, SREX (IPCC, 2012)) and are a major source of natural catastrophe risk. Boxes 14.2 and 14.3 assess the recent progress in scientific understanding of how these weather systems are likely to change in the future.

### 14.1.4 Summary of Large-Scale Climate Phenomena and their Impacts

Box 14.1, Figure 1 illustrates the large-scale climate phenomena assessed in this Chapter. Many of the climate phenomena are evident in the map of annual mean rainfall (central panel). The most abundant annual rainfall occurs in the tropical convergence zones: ITCZ over the Pacific, Atlantic and African equatorial belt (see Section 14.3.1.1), SPCZ over central South Pacific (see Section 14.3.1.2) and SACZ over Southern South America and Southern Atlantic (see Section 14.3.1.3). In the global monsoon domain (white contours on the map), large amounts of precipitation occur but only in certain seasons (see Section 14.2). Local maxima in precipitation are also apparent over the major storm track regions in mid-latitudes (see Box 14.3).

Box 14.1 Figure 1 also illustrates surface air temperature (left panels) and precipitation (right panels) teleconnection patterns for ENSO (in December to February and June to August; see Section 14.4), NAO (in December to February; see Section 14.5.1), and SAM (in September to November; see Section 14.5.2). The teleconnection patterns were obtained by taking the correlation between monthly gridded temperature and precipitation anomalies and indices for the modes (see Box 14.1 definitions). It can be seen that all three modes have far-reaching effects on temperature and precipitation in many parts of the world. Box 14.1, Table 1 briefly summarises the main regional impacts of different well-known modes of climate variability.

### 14.1.5 Previous IPCC Assessment of Climate Phenomena

The assessment of regional climate change in AR4 was largely based around General Circulation Model (GCM) projections of surface temperature and precipitation. The present chapter introduces a new way to assess future regional climate in terms of changes in phenomena. Although little direct information was provided in AR4 about the role in controlling future regional climates, the information about the projected changes in regional-scale convergence zones and modes of climate variability were assessed in Chapter 10 in AR4. In brief, the findings relevant to this chapter can be summarized as follows:

**Monsoons:** An increase in precipitation is projected in the Asian monsoon (along with an increase in interannual season-averaged precipitation variability) and the southern part of the west African monsoon with some decrease in the Sahel in northern summer, as well as an increase in the Australian monsoon in southern summer in a warmer climate. The monsoonal precipitation in Mexico and Central America is projected to decrease in association with increasing precipitation over the eastern equatorial Pacific through Walker Circulation and local Hadley Circulation changes. However, the uncertain role of aerosols in general and carbon aerosols in particular, complicates the nature of future projections of monsoon precipitation, particularly in the Asian monsoon.

**Mean Tropical Pacific Climate Change:** Multi-model averages show a weak shift towards average background conditions which may be described as ‘El Niño-like’, with sea surface temperatures in the central and east equatorial Pacific warming more than those in the west, weakened tropical circulations and an eastward shift in mean precipitation.

**El Niño:** All models show continued ENSO interannual variability in the future no matter what the change in average background conditions, but changes in ENSO interannual variability differ from model to model. Based on various assessments of the current multi-model data set, there is no consistent indication of discernible changes in projected ENSO amplitude or frequency in the 21st century.

**Annular Modes:** Sea level pressure is projected to increase over the sub-tropics and mid-latitudes, and decrease over high latitudes associated with an expansion of the Hadley Circulation and annular mode changes (NAM/NAO and SAM). A positive trend in the NAM/NAO as well as the SAM index is projected by many models. The magnitude of the projected increase is generally greater for the SAM, and there is considerable spread among the models.
Tropical Cyclones (Hurricanes and Typhoons): Results from embedded high-resolution models and global models project a likely increase of peak wind intensities and notably, where analysed, increased near-storm precipitation in future tropical cyclones. Studies investigating tropical storm frequency simulate a decrease in the overall number of storms, though there is less confidence in these projections and in the projected decrease of relatively weak storms in most basins, with an increase in the numbers of the most intense tropical cyclones.

Extra-tropical Cyclones (mid-latitude windstorms): Storm tracks are projected to move pole ward, with consequent changes in wind, precipitation and temperature patterns outside the tropics, continuing the broad pattern of observed trends over the last half Century. Some studies suggest fewer storms in mid-latitude regions.

14.2 Monsoon Systems

14.2.1 Global Overview

Monsoons are seasonal phenomena and are responsible for the majority of summer rainfall within the tropics. In the classical view, the monsoon is driven by the seasonal cycle of solar heating and difference in thermal inertia of land and ocean that establish a land-sea temperature difference. This contrast, with the land being warmer than the surrounding ocean in late spring and summer, gives favourable conditions for the occurrence of convection in the summer hemisphere, allowing the monsoon to be viewed as a seasonal migration of the ITCZ. As the monsoon season matures, latent heat released by convection high above the land surface helps to pull in additional moisture from nearby oceans over the land, maintaining the wet season. This thermal forcing depends on large-scale orography and controls the regional monsoon domain and intensity (Wu et al., 2012). The land-sea temperature difference is projected to become larger in the summer season as seen from larger warming over land than ocean (Section 12.4.3.1 and Atlas Figure A14-5). However, this does not lead to generally stronger monsoon circulations in the future. Changes in regional monsoon characteristics are rather complex.

Figure 14.1 shows the time series of boreal summer meridional temperature difference in the upper troposphere between the Tibetan Plateau region and the Indian Ocean region. Most of CMIP5 models underestimate the present-day meridional temperature gradient compared to reanalysis data. The CMIP5 multi-model mean shows a gradual decrease in the meridional temperature gradient in the 20th Century. Reanalysis data show different trends and therefore it is not possible to evaluate the simulated trend. Future projections show a smaller decrease (−0.3°C difference between 2080–2099 and 1986–2005) in RCP4.5 and a larger (−0.8°C) decrease in RCP8.5, implying a weakening South Asian summer monsoon circulation throughout the 21st Century, which is related to a weakening of tropical overturning circulation (Section 12.4.4.2).

[INSERT FIGURE 14.1 HERE]

Figure 14.1: Time series of meridional temperature difference of June to August mean 300 hPa temperature between 50°E–100°E, 20°N–40°N and 50°E–100°E, 0°–20°N (20 years running mean). Thin black, dark blue, warm blue, warm yellow and bright red lines denote each CMIP5 model results of historical, RCP2.6, RCP4.5, RCP6.0 and RCP8.5 runs, respectively. Thick line ensembles mean of 16 CMIP5 models. 90%–range (±1.65 standard deviation) is also plotted. Four reanalysis data are shown by green (ERA40), yellow-green (NRA1), purple (JRA25) and orange (ERA–Int) lines.

From a global point of view, precipitation characteristics over South Asia, East Asia, Australia, Africa and Americas can be viewed as an integrated global monsoon system, associated with a global-scale persistent atmospheric overturning circulation (Trenberth et al., 2000). Wang and Ding (2008) demonstrated that the global monsoon is the dominant mode of annual variation of the tropical circulation, characterizing the seasonality of Earth’s climate in tropical latitudes. The monsoon-affected region is, however, not uniform in the historical record (Conroy and Overpeck, 2011), and it could vary in the future. Examination of historical precipitation records over monsoon regions throughout the globe reveals a decreasing trend in the global land monsoon precipitation over the last half Century, with primary contributions from weakening of the summer monsoon systems in the Northern Hemisphere (Wang and Ding, 2006). When the oceanic monsoon is combined with the land monsoon, the global monsoon precipitation has intensified for the 1979–2008 epoch mainly due to the statistically significant upward trend in the northern hemisphere summer monsoon.
precipitation (Hsu et al., 2011; Wang et al., 2012a; Zhou et al., 2008c). When changes in monsoon domain are considered, the fractional increase in monsoon area is greater than that in total precipitation, so that the ratio of these two measures (which serves as an index of the global monsoon intensity) exhibits a decreasing trend (Hsu et al., 2011). Multi-model ensemble generally reproduces the observed global monsoon, but the disparity between the best and poorest models is very large (Section 9.5.2.3). It is still difficult to detect observed change in global monsoon circulation from climate model simulations (Section 10.3.3.7) and the models with finer resolution does not seem to produce trends that better match observed trends in tropical monsoon circulation (Kim et al., 2008).

The global monsoon area (GMA), the global monsoon total precipitation (GMP), and the global monsoon precipitation intensity (GMI) are all projected to increase by the end of the 21st century (Hsu et al., 2012a; Kitoh et al., 2012), where the monsoon precipitation domain is defined as the region where the annual range is >2.5 mm day\(^{-1}\) in summer season (MJJAS in the NH, and NDJFM in the SH). CMIP5 model projections show an expansion of GMA mainly over the central to eastern tropical Pacific, the southern Indian Ocean, and eastern Asia (Figure 14.2a and b). The rates of change of GMP are large, with 0 +9 and +13\% (+5, +17 and +27\%) change at the 10th, 50th and 90th percentile, respectively for RCP4.5 (RCP8.5), suggesting that monsoon-related precipitation could increase markedly in a warmer climate (Figure 14.2c). GMA, GMI and GMP are all likely to increase in the RCP4.5 scenario. In the RCP8.5 scenario, GMA and GMP are very likely and GMI is likely to increase at the end of the 21st Century. Changes in indices of precipitation extremes such as simple daily precipitation intensity index (SDII), annual maximum 5-day precipitation total (R5d), and dry days (DD) consistently indicate that intense precipitation will increase with larger increase rates than those of mean precipitation (Figure 14.2d). It is apparent that the change rates for SDII, R5d, and DD depend more on the emission scenario than do those for mean precipitation. The GMP experiences a large interannual variation, being strongly negatively correlated with the Nino3.4 index averaged over a typical monsoon year (defined from May to the following April) in the observations and the present-day simulations. Such rainfall variability is projected to intensify in future warmer climates and the relationship between the monsoons and ENSO is projected to strengthen (Hsu et al., 2012b).
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Figure 14.2: (a) Monsoon precipitation domain based on 29 CMIP5 multi-model mean precipitation during 1986–2005 and 2080–2099 for RCP4.5 scenario, based on the definition by Wang et al. (2011). Warm Yellow (dark blue) shading: monsoon domain only in the present (future). Blue shading: monsoon domain in both periods. (b) As in (a), but for RCP8.5. (c) Future change ratio (%) in global monsoon area (GMA), global monsoon total precipitation (GMP), and global monsoon intensity (GMI), defined by Hsu et al. (2012), over monsoon domain defined by every model and scenario, based on monthly data by the 29 models. Left (right) sides: RCP4.5 (RCP8.5) scenario. Red line: 10th, 50th, and 90th percentile. (d) As in (c), but for simple precipitation daily intensity index (SDII), annual maximum 5-day precipitation total (R5d), and dry days (DD), based on daily data by 21 CMIP5 models. All these indices are calculated for the summer season (NH: MJIAS, SH: NDJFM).

Projected future increases of global monsoon precipitation are attributed to increases in moisture convergence due to increased water vapour in the air column and increased surface evaporation due to warmer surface temperatures, offset to a certain extent by the weakening of the monsoon circulation. Despite the response to a warmer climate in terms of the global monsoon system, monsoons may differ in the local response both in terms of precipitation and circulation features because the mechanisms at work may be different (Cherchi et al., 2011). Besides warming by greenhouse gases, climate change in monsoon regions may be strongly affected by the increased aerosol forcing and induced feedback processes (Ramanathan et al., 2005). The aerosol direct forcing (heating) in the atmosphere and negative forcing (cooling) at the surface alters atmospheric stability and sets up horizontal pressure gradients, which modulate the large-scale circulation and hence monsoon rainfall (Lau et al., 2008). However, the representation of aerosol forcing in climate change simulations differs among models, and remains an important source of uncertainty (Chapter 9).

Time series of summer precipitation anomalies in each regional monsoon domain over land are displayed in Figure 14.3. As indicated by the 10th and 90th percentile lines, model scatter is very large. Only in SAS do models project statistically significant increase with 90th percentile value crossing zero line around 2040s. Figure 14.4 shows the different behaviour of changes in precipitation indices for each regional monsoon domain between 2080–2099 and 1986–2005. Mean precipitation (Pav) is generally projected to increase over all regional monsoon domains, but the 90th percentile value shows the opposite change in most regions.
Model median increase rates for precipitation over the Asian monsoon domains (SAS and EAS) are larger than those over the other monsoon domains. Projected changes in precipitation extremes are highly consistent among the different monsoon domains. Heavy precipitation indices are projected to increase much more than the mean precipitation over all monsoon domains. Future increase in the precipitation extremes (SDII and R5d) is virtually certain in the South Asian monsoon region, and is very likely in the East Asian monsoon region. R5d is also very likely to increase in North and South African monsoon regions and in the Australian monsoon region.
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Figure 14.3: Time series of observed and simulated summer precipitation anomalies (%; 20 years running mean) relative to the base period average (1986–2005, except GPCC VASClimO (1986–2000)) over land global monsoon domain. The monsoon domains defined for the base period are fixed for the whole period. For the time series of simulations, Historical (grey), RCP4.5 (blue), and RCP8.5 (red) simulations by 29 CMIP5 model ensembles are shown in 10th and 90th percentile (shading), and in all model average (thick line). For the time series of observations, CRU TS3.1 (dark blue), APHRODITE (light blue), and GPCC v.6 (deep green with solid line) are calculated using only grid boxes (2.5 degree in lon./lat.) where at least an observation site exists for more than 80% of the whole period (1921–2005 for CRU TS3.1 and GPCC v.6; 1951–2005 for APHRODITE); GPCC VASClimO (light green), GPCC v.6 (deep green with dot), GPCP (black) and CMAP (black with dot) are calculated using all grids for the period (1901–2010 for GPCC v.6; 1951–2000 for GPCC VASClimO; 1979–2010 for GPCP and CMAP). (a) Land monsoon domains with regional division. (b) EAS. (c) NAM. (d) NAF. (e) SAS. (f) SAM. (g) SAF. (h) AUS.
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Figure 14.4: Change ratio (%) in averaged precipitation (Pav), simple precipitation daily intensity index (SDII), annual maximum 5-day precipitation total (R5d), and dry days (DD) over each regional land monsoon domain, based on daily data by 21 CMIP5 models. All these indices are calculated over monsoon domains determined by each model and each scenario for the summer season (NH: MJJAS, SH: NDJFM). Left (right) side plots are for RCP4.5 (RCP8.5) scenario. Red lines indicate 10th, 50th, and 90th percentile. (a) Land monsoon domains with regional division. (b) EAS. (c) NAM. (d) NAF. (e) SAS. (f) SAM. (g) SAF. (h) AUS.

Timings of monsoon onset date, retreat date and thus monsoon duration will change in the future (Figure 14.5). Overall, CMIP5 models project that the onset dates will come earlier or not change much and that monsoon retreat dates will delay, resulting in a lengthening of the monsoon season. In particular, such features are commonly projected in SAS, where onset date will likely come earlier in both RCP4.5 and RCP8.5 scenarios, retreat date will very likely delay in both RCP4.5 and RCP8.5 scenarios, and duration will likely be longer in RCP4.5 and very likely longer in RCP8.5 scenario. In EAS and AUS, onset will likely be earlier in RCP4.5 and very likely in RCP8.5, with likely longer monsoon duration. In NAF, both onset and retreat are likely to become delayed. Other monsoon regions show inconsistent projections.
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Figure 14.5: As for Figure 14.4, but for future changes (days) in monsoon onset date, retreat date and duration. The calculation is based on the definition by Wang and LinHo (2002) using daily precipitation climatology (filtered with 12 harmonics) averaged over regional monsoon domain. It is noted that for EAS the threshold value of the relative precipitation is adjusted from 5.0 to 4.0 mm day⁻¹.

In summary, in the RCP4.5 scenario, global monsoon precipitation is likely to strengthen in the 21st century with an increase in the area affected and in intensity, while the monsoon circulation weakens. In the RCP8.5 scenario, global monsoon area and global monsoon total precipitation is very likely to increase by the end of the 21st century. Generally, monsoon onset dates will come earlier or not change much and monsoon retreat dates will become delayed, resulting in a lengthening of the monsoon season.

14.2.2 Asian-Australian Monsoon

The seasonal variation in the thermal contrast between the large Eurasian landmass and the Pacific-Indian Oceans drives the powerful Asian-Australian monsoon system, which consists of four major subsystems: Indian, East Asian (EA), Western North Pacific (WP), and Indo-Australian. The Asian Australian monsoon (AAM) is a major climate system in the tropics, with the west Pacific monsoon as its eastern extension (Webster, 2006).
Interannual variability of the AAM system strongly depends on the seasonal evolution of ENSO (Wang et al., 2008a). Seasonal reforecast experiments have demonstrated that atmosphere-ocean coupling in the monsoon regions is critical for successful simulation of the leading mode of AAM variability (Wang et al., 2008a). On interdecadal time scales, it is unclear to what extent the regional monsoons in the AAM system vary in a cohesive manner. There is evidence of strengthened correlation between the AAM system and ENSO since the late 1970s (Wang et al., 2008a), although the Indian summer monsoon–ENSO relationship appears to have weakened (Kumar et al., 1999).

Emissions and atmospheric loading of aerosols over Asian monsoon regions have increased (Che et al., 2007; Ramanathan and Carmichael, 2008; Sahu et al., 2008). These aerosols are made up of a complex mixture of sulphate, black carbon (BC) or soot, organic carbon and dust from both natural and anthropogenic sources. Since AR4, simulations with general circulation models indicate a wide variety of aerosol effects on monsoon climate. These include a reduced north-south sea surface temperature gradient due to “solar dimming” (Chung and Ramanathan, 2006; Ramanathan et al., 2005); and a slowdown of the meridional overturning circulation (Bollasina et al., 2011) leading to weakening of monsoon rainfall. On the other hand, atmospheric moist convergence feedback induced by heating of elevated dust and black carbon accumulated over the Indo-Gangetic Plain (Collier and Zhang, 2009; Flanner et al., 2011; Krishnamurti et al., 2009; Lau and Kim; Lau et al., 2006b; Lau et al., 2010; Mahmood and Li, 2012; Qian et al., 2011; Randles and Ramaswamy, 2008; Wang et al., 2009a; Yasunari et al., 2011) is shown to increase monsoon rainfall during May-June. Besides atmospheric feedback, aerosol forcing in monsoon regions may also be associated with strong atmosphere-surface hydrology feedback (Bollasina and Nigam, 2009). Rotstayn et al (2007) and Cai et al (2011) suggested that through long-range transport, Asian anthropogenic aerosols may have increased Australian rainfall, especially in the northwest. However, the possible scenarios and pathways by which aerosols may interact and alter monsoon rainfall and climate are still poorly understood (Turner and Annamalai, 2012).

Future changes of the AAM system projected by 20 CMIP5 models (Wang et al., 2012b) suggest an increase (about 7%) in the total AAM precipitation (the land as well as the oceanic components) by the end of the 21st century, mainly due to increases in Indian Summer Monsoon (ISM) and East Asian Summer Monsoon (EASM) rainfall (by 9–10%). There is a strong north-south asymmetry: Indian monsoon rainfall is projected to increase by 9% but the Australian summer monsoon rainfall increases only slightly (1.7%). However, large uncertainties remain in the projections as indicated by inter-model spread.

The dynamics of the monsoons is governed by ocean-atmosphere-land interactions and various associated modes of climate variability (Webster, 2006) (Chapter 12; Box 14.1, Table 1) as well as static factors like orography. The monsoon is generally characterized by precipitation metrics, although wind and other variables are also used (see also Chapter 2); each regional monsoon has characteristic land-ocean configuration and involves different land-ocean-atmosphere interaction processes. These regional monsoons are discussed below.

14.2.2.1 Indian Monsoon

Over much of India, the summer monsoon (June-September) rainfall accounts for nearly 80% of the annual rainfall; both the ISM and the winter monsoon (or northeast: October to December) exhibit variability on a wide spectrum of scales. The precipitation during the summer monsoon is characterized by a maximum along the monsoon trough extending to the North Bay of Bengal and a secondary maximum south of the equator (between 0° and 10°S). Changes in forcings, such as reduction of the land-ocean thermal gradient (Figure 14.6) can lead to reduction of the Indian monsoon, even though the large-scale monsoon may not change.
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Figure 14.6: Interannual variability and linear trend in the difference between area averaged surface temperature over the Indian land mass and the adjoining seas (Indian Ocean, Arabian sea and Bay of Bengal) for the period 1951–2010 (adopted from, Ramesh and Goswami, 2007a). The linear trends have been expressed as % of standard deviation over the period.
There are multiple lines of evidence that the Asian monsoon, and perhaps therefore the Indian monsoon as well, had undergone abrupt shifts and weakening in the past, giving rise to prolonged and intense droughts (Meehl and Hu, 2007; Cook et al., 2010, Sinha et al. 2011; see also Chapter 9).

At sub-seasonal time scales, monsoon rainfall is modulated by intense intraseasonal oscillations (ISOs; Maloney and Shaman, 2008; Lau and Wu, 2009, see also 14.6.4) associated with fluctuations of the inter-tropical convergence zone (ITCZ) (Lau and Wu, 2010; Maloney and Shaman, 2008, see Section 14.3.1.1). CMIP3 models’ inability to simulate the space-time evolution of monsoon ISOs (Lin et al., 2008a; Sperber and Annamalai, 2008) and monsoon synoptic systems (Stowasser et al., 2009), perhaps due to coarse resolution (Klingaman et al., 2011) and misrepresentation of processes (Levine and Turner, 2011), remains a major source of errors in assessing their skill on the simulation of sub-seasonal variations. The multi-model mean of CMIP5 models, however, demonstrates a substantial improvement in representing the evolution of monsoon ISOs (Sperber et al., 2012). Over India, CMIP5 models simulate an overall delay in monsoon onset, timing in the peak intensity and duration, suggesting systematic errors in representing the seasonal cycle (Sperber et al., 2012).

At interannual timescales, strong (>1.5 standard deviation) deficits in monsoon rainfall over South Asia including India appear to be associated with ENSO (Prasanna and Annamalai, 2012). The ENSO–ISM relationship waxes and wanes at decadal time scales with a weakening around 1980 (Kumar et al., 1999). Long integrations with coupled models suggest that these decadal swings are largely due to internal variability of the coupled climate system (Meehl et al., 2012). In contrast, a strengthening of the relationship between ENSO and the northeast monsoon (NEM) covering south peninsular India and Sri Lanka is reported (Kumar et al., 2007; Zubair and Ropelewski, 2006). In a given year the seasonal mean rainfall is also related to the total number of active and break days. While these sub-seasonal variations are largely determined by internal dynamics their statistics are partially conditioned by ENSO, suggesting accurate projections of future monsoon variability require the simulation of both the ENSO–monsoon association (Annamalai et al., 2007) and the complex space–time evolution of intraseasonal variations. At decadal time scales, ISM variability has been linked to similar variations in SST over the Atlantic (Kucharski et al., 2006).

The recent weakening tendency in seasonal monsoon rainfall has been attributed to factors including black carbon and/or sulphate aerosol (Bollasina et al., 2011; Chung and Ramanathan, 2006, as discussed above), SST rises over the Indo-Pacific warm pool (Annamalai et al., 2012) and land-use changes (Niyogi et al., 2010, see also Chapter 10). Analysis of gridded rainfall data indicates an increase in extreme rainfall events at the expense of weaker rainfall events (Dash et al., 2007; Goswami et al., 2006) over the central Indian region, and in many other areas (Krishnamurthy et al., 2009). While the number of monsoon depressions is declining (Krishnamurthy and Ajayamohan, 2010), the upward trend in extreme rainfall events may be due to enhanced moisture availability (Goswami et al., 2006) or warmer SST in the tropical Indian Ocean (Rajeevan et al., 2008). However, observed variability of extreme rainfalls can depend on the scale of the analysis (Ghosh et al., 2009). Observations at higher spatial and temporal resolutions available for the last 5-6 decades suggest that the spatial and temporal extent of continental monsoon rainfall is changing (reducing) even though at larger scale the total rainfall may not change, or even increase (Ramesh and Goswami, 2007b).

There is growing evidence that the monsoon and its variations may be affected by anthropogenic forcing (Turner and Annamalai, 2012). A shared feature in many CMIP3 models is suppressed rainfall over the Ocean (Cai et al., 2011c; Turner and Annamalai, 2012); such a suppressed equatorial precipitation can weaken cross-equatorial monsoon flow and alter air-sea interaction (Stowasser et al., 2009). Another feature of many model projections is an increase in ‘time-mean’ rainfall over India (Annamalai et al., 2007; Kumar et al., 2011a; Sabade et al., 2011; Turner et al., 2007a; Ueda et al., 2006). These results are generally reproducible in CMIP5 (Chaturvedi et al., 2012; Wang et al., 2012b). While intensity changes are model- or scenario-dependent (Annamalai et al., 2007; Kumar et al., 2011a), agreements in the ‘sign’ are consistent with the expected changes due to thermodynamic effects in a warmer climate (Held and Soden, 2000; Held and Soden, 2006).

Model projections using UK Met Office Hadley Centre’s high resolution regional climate model PRECIS (Providing REgional Climates for Impact Studies) and using the IPCC-SRES A1B emission scenario indicate an increase of 9–16% in summer monsoon precipitation over India in the 2080s compared to the
baseline (1961–1990), with less frequent but more intense rain days (Krishna Kumar et al., 2006; Kumar et al., 2011b). High-resolution (~20 km) future scenarios with the MRI/JMA 20-km mesh AGCM (Rajendran and Kitoh, 2008) shows widespread but spatially-varying increases in rainfall over the interior ISM region and substantial reduction in orographic rainfall over the west coast of Kerala. On the contrary, simulations with a different regional model indicate a suppression of ISM precipitation under the A2 scenario, mainly due to the weakening of large-scale monsoon flow and suppression of intraseasonal oscillations (Ashfaq et al., 2009).

Despite current uncertainty over the stability of the monsoon–ENSO teleconnection, one emerging result from modelling studies is that this association remains intact in a warmer world (Annamalai et al., 2007; Kumar et al., 2011a; Turner et al., 2007a). An examination of CMIP5 models confirms the results from CMIP3 models (Annamalai et al., 2012). While large uncertainty exists in the projection of ENSO amplitude (Collins et al., 2011); enhanced evaporation variability resulting from the warmer mean state could enhance monsoon interannual variability. A probability distribution (Figure 14.7) of drought and flood years in present and future climates simulated by a suite of models that display reasonable ENSO–monsoon relationships (Turner and Annamalai, 2012) suggests normal monsoon years are likely to become less frequent in a warmer planet; however, there is no clear consensus about the occurrence of extreme years.
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**Figure 14.7:** Spatial distribution of ERE of different categories accumulated over five years (2001–2005). The high density of ERE over the west coast and along the flanks of the monsoon trough is prominent. Inter-annual variations in the percentage contribution of ERE (light grey shaded)/ WRE (dark grey shaded) to seasonal (June-September) rainfall over India (black) and the linear trend line (red). The percentage contribution of ERE has grown in the recent years; the linear trend of ERE component is +0.042% yr⁻¹ (inset). The analysis is based on daily rainfall data from IMD for the period 1951–2004 (adapted from, Goswami and Ramesh, 2008; Ramesh and Goswami, 2007a).

The ability of CMIP3 models to simulate monsoon rainfall is limited by the models’ ability to correctly simulate strongly localised rainfall events, quite likely due to the relatively low horizontal resolution and therefore deficient topography of the CMIP3 models (Qian and Zubair, 2010). Simulation of localized extreme rainfall events also affects the interannual variability in monsoon precipitation (Goswami and Ramesh, 2008; Kim et al., 2008); about 35% of the interannual variability of the Indian monsoon comes from heavy rainfall events (Figure 14.8, Goswami and Ramesh, 2008).
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**Figure 14.8:** Climate scenarios. Normalized probability of occurrences (number of occurrences divided by the total number of years) of interannual variability of South Asian monsoon rainfall from four CMIP3 models that depict realistic mean monsoon precipitation and ENSO–monsoon association. a, gfdl_cm2_0_0. b, gfdl_cm2_1. c, mpi_echam5. d, mpi_cm2_3.2a. Pre-industrial control probability density function (PDF; solid line) and future climate (1% per year increase in carbon dioxide experiments, 1pctto2x) PDF (dashed line) are shown. The future variations are scaled by the pre-industrial control interannual standard deviations whose values (in mm) are also shown (std). The differences in the shape of the PDFs have been tested for significance based on a Kolmogorov–Smirnov test. Although all models suggest a reduction in the occurrence of normal monsoon years (+ one standard deviation in monsoon rainfall) the changes in the tails of the distribution are significant in only one model, mpi_cm2_3.21 (d). The caveat is that this particular model has the least agreement in terms of mean and interannual standard deviation with observed rainfall). In the model that has the best agreement with observations, gfdl_cm2_1 (b), changes in the tails are not significant.

Although most CMIP5 coupled models have explicit treatment of direct and indirect aerosol effects, the uncertainties involved in representing the processes and spread in model simulations make any definitive assessment rather difficult. Similarly, uncertainties related to sensitivity of model resolution (Cherchi and Navarra, 2007; Klingaman et al., 2011, see also Chapter 9) and model biases (Levine and Turner, 2011) make definitive conclusions from model simulations difficult at the regional level.

### 14.2.2.2 East Asian Monsoon

East Asia is located on the lee side of the Tibetan Plateau between the Eurasian continent and the Pacific Ocean, and it is affected by humid and warm southerly flow in summer and dry cold northerly air outbreaks in winter. The seasonal reversal of wind and the associated precipitation is defined as the East Asian monsoon, which is a system involving both tropical and subtropical fluctuations (Ding and Chan, 2005; Zhou et al., 2009c). East Asia experiences early summer heavy rainfall events along the quasi-stationary
Meiyu-Changma-Baiu rain band and the occurrence of typhoons, and is subject to large interannual variability, mostly related to ENSO.

For the past 60 years, the East Asian summer monsoon (EASM) has been weakening (Figure 14.9a-b) which has resulted in a tendency toward increased droughts in northern China and floods in the Yangtze River Valley (Figure 14.10a); a pattern usually termed as “wetter southern China and drier northern China” (Gong and Ho, 2002; Hu, 1997; Wang, 2001; Yu et al., 2004). During the 20th Century the EASM was subject to no substantial trends (Zhou et al., 2009c). The EASM weakening shows distinct three-dimensional structures with a tropospheric cooling trend over East Asia during July and August (Yu and Zhou, 2007). The cooling trend is most prominent at the upper troposphere around 300 hPa and is connected to northern hemispheric interdecadal climate change (Zhou and Zhang, 2009). The western Pacific subtropical high, which controls the water vapour supply for monsoon rainfall, has extended westward and thus prevents the northward penetration of water vapour transport (Zhou et al., 2009b). At upper levels, the South Asian High has experienced a zonal expansion (Gong and Ho, 2002; Zhou et al., 2009b). The East Asian subtropical westerly jet, which has strong effects on Asian-Pacific climate (Zhang et al., 2006c), has become enhanced south of its normal position (Yu and Zhou, 2007). The surface wind speed over China has substantially weakened in both winter and summer during 1969–2000 (Xu et al., 2006). The EASM has begun to recover since the early 1990s, although its strength is still less than that in the period of 1965–1980 (Liu et al., 2012; Zhu et al., 2011).
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**Figure 14.9:** Time series of EASM indices (bars) and their trend line (dashed line) from NCEP/NCAR reanalysis, (b) ERA-40 reanalysis, (c) GOGA run of CAM3, (d) difference between GOGAI and GOGA run of CAM3. Also shown are the slope of the trends (b, change per 50-year). The EASM index is defined as the normalized zonal wind shear between 850 and 200 hPa averaged over 20°N–40°N and 110°E–140°E. GOGA run is forced by observed monthly SSTs over the global oceans from 1950 to 2000, while GOGAI is driven by global SST plus IPCC 20th century atmospheric (primarily greenhouse gases and direct aerosol) forcings (Li et al., 2010b).

Precipitation changes since 1950 due to the weakening tendency of the EASM are evident in both mean and extreme precipitation (Zhai et al., 2005). A strongly decreasing trend over the North China is found in SDII, R95, R5D and CWD (Figure 14.9 b-f), while an increasing trend over South China is evident in R5D and CWD (Figure 14.9d and f). Observational data shows both the frequency and amount of light rain have decreased in eastern China during 1956–2005, with high spatial coherency, attributable in part to the warm rain suppression by aerosols (Qian et al., 2009a; R et al., 2011) (Liu et al., 2011a). Recent analysis of hourly data finds that rainfall intensity has decreased (increased) in the mid-lower reaches of the Yangtze River valley (North China). The “wetter South-drier North” pattern of mean precipitation is mostly attributed to moderate and low intensity rainfall (≤10 mm/hour) rather than the extreme rainfall (≥20 mm/hour) (Yu et al., 2010c), although the frequency of extreme rain events has substantially increased along the Yangtze River (Qian et al., 2007a; Qian et al., 2007b). The drier North China is dominated by long duration (lasting longer than 12-hour) rainfall events, especially those occurring between midnight and morning, while the wetter South China is associated with both the substantially increased frequency and amount of long duration precipitation (Li et al., 2011c).

For the whole 20th century, the total summer precipitation over East Asia shows no clear trend (Zhang and Zhou, 2011b). The June-September precipitation amount in Seoul and numbers of torrential rain (>75 mm) days, highest one-day rainfall amount, number of extremely wet days, and the precipitation amount falling in extremely wet days, all have a trend significant at the 99% confidence level for 1778–2004 (Wang et al., 2006). The increasing trend is statistically significant for heavy rainfall intensity in Hong Kong during 1885 to 2008 (Ginn et al., 2010; Wong et al., 2011) and in Japan during 1901–2004 (FUJIBE et al., 2010). The interannual variability of precipitation in Japan has gradually increased since the 1970s, but the annual precipitation trend is not clear (JMA, 2011).

**[INSERT FIGURE 14.10 HERE]**

**Figure 14.10:** Linear trend for summer (a) total precipitation (b) SDII, (c) R95 (summer total precipitation when PR >95th percentile), (d) R5D, (e) CDD (maximum number of consecutive days with PR <1 mm) and (f) CWD (maximum number of consecutive days with PR >1 mm) in percent per 50-year for summer precipitation from the APHRODITE data set for 1951–2000. The trends statistically significant at 5% level are dotted.
Understanding of climate change in the East Asian monsoon regions has been a challenge. The “wetter South-drier North” trend may be mainly dominated by natural decadal variability, while the rainfall intensity and frequency could be partially of anthropogenic origin (Lei et al., 2011; Zhu et al., 2012). The weakening tendency of the EASM is reasonably reproduced by AGCMs driven by historical tropical SSTs (Figure 14.9c, Li et al., 2010b). The combination of recent warming in the tropical ocean (Li et al., 2010b; Zhou et al., 2008b; Zhou and Zou, 2010) and weakening of atmospheric heating over the Tibetan Plateau leads to a reduction of land-sea thermal contrast, thus favours the weakening of the East Asian summer monsoon during 1950-2002 (Ding et al., 2009; Ding et al., 2008; Duan and Wu, 2008). The decreased heating over the Tibetan Plateau is caused by the increased snow cover and depth over the Tibetan Plateau in preceding winter and spring (Ding and Wang, 2009; Zhang et al., 2004), which may be related to the enhanced winter NAO (Xin et al., 2010) and enhanced coupling between the SST warming in the northern Indian Ocean and the tropical convective maximum (Zhang et al., 2004).

Numerical model experiments demonstrate that the greenhouse gas plus aerosol forcing (direct effect) increases the land-sea thermal contrast and thus enhances rather than weakens the EASM circulation (Figure 14.9d, Li et al., 2010c). Global warming may bring about a change of monsoon rain band position rather than precipitation intensity (Hori et al., 2007; Li et al., 2010b). The large-scale warming might prolong (shorten) the duration of dry spells in the northern (southern) China by decreasing the zonal temperature gradient in the eastern China (Wang et al., 2010b). Global warming may result in a weakened East Asian winter monsoon though a weakened Aleutian Low and Siberian High (Hori and Ueda, 2006).

The aerosol effect on the EASM circulation and precipitation changes during the past 60 years has large uncertainties. The combined effect of BC and sulphate aerosols is largely dominated by sulphates, which might produce a weakened EASM but enhanced precipitation over South China (Liu et al., 2009a). Sulphate aerosol may reduce the surface heating over land and diminish land-sea thermal contrast (Li et al., 2007; Qian et al., 2006; Qian et al., 2007b). GCM experiments have shown that increased AOD in China causes a noticeable increase in precipitation in the southern part of China in July, through induced surface cooling in mid-latitude leading to strengthening of the Hadley circulation (Gu et al., 2006). However, the inclusion of black carbon in the simulations does not necessarily produce the observed “north drought/south flood” precipitation pattern in China during the past 50 years (Wang and Zhou, 2005). Sulphate aerosols have been shown to affect rainfall redistribution over East Asia in late spring and early summer, and weaken monsoon rainfall through direct (Kim et al., 2007; Liu et al., 2009b) or semi-direct (Zhang et al., 2009) effects. However, these results contradict the observations of the north/dry and south/wet pattern in East Asia in recent decades.

The mean EASM circulation, and the associated surface air temperature pattern, south Asian high, and east Asian jet, is well captured by CMIP3 CGCMs and AGCMs (Boo et al., 2011; JIANG et al., 2005; Lin et al., 2006; Zhou and Yu, 2006). However, the climatological mean precipitation over eastern China is underestimated by CMIP3 models (Li and Zhou, 2011; Lin et al., 2008b), and its simulation is sensitive to convection schemes (Chen et al., 2010). Higher-resolution models show better performance in reproducing the location and amount of orographic rainfall (Gao et al., 2006; Kobayashi and Sugi, 2004) and Baiu frontal structure (Kitoh and Kusunoki, 2008). A reasonable simulation of the Meiyu rain band depends on the realistic representation of the low-level jet to the south of the Yangtze River valley and the upper-level East Asian jet (Wang et al., 2011a). The main features of the Asian-Australian monsoon are reasonably simulated by CMIP3 AGCMs, suggesting the dominance of remote El Niño forcing in producing the predictable portion of AAM rainfall variability (Zhou et al., 2009d). However, East Asian summer monsoon rainfall is poorly modelled, which is mainly due to sparse historical SST data resulting in not capturing the zonal land-sea thermal contrast change across East Asia (Li and Zhou, 2011; Zhou et al., 2008a; Zhou and Zou, 2010).

Low resolution CMIP3 AGCMs are unable to reproduce the observed variability of East Asian summer monsoon rainfall (Li and Zhou, 2011), while improvements are evident in high resolution models (Kitoh and Kusunoki, 2008).
CMIP3 multi-model ensembles show large uncertainty in future projections of monsoon precipitation and circulation (Ding et al., 2007; Kripalani et al., 2007a). The EASM precipitation in CMIP3 models under the SRES A1B scenario increases strongly (~ 9%) by the 2040s due to an increase in both monsoon circulation and water vapour (Sun and Ding, 2010), but the mean precipitation along the Yangtze River may decrease under the A2 scenario (Tao et al., 2012). CMIP5 projections indicate a likely increase of EASM circulation (Figure 14.11a, b) and rainfall (Figure 14.11b) throughout the 21st century under both RCP4.5 and RCP8.5 stabilization scenario. This is different to other parts of the Asian-Australian monsoon which may weaken in monsoon circulation (Figure 14.11c-e) but increase in monsoon rainfall (Figure 14.3e, f, h).

14.2.2.3 The Maritime Continent Monsoon

A widespread interaction between land and water characterizes the region between the Asian continent and Australia. In meteorological terms, this region made up of thousands of islands of various sizes and numerous shallow bodies of sea water is often referred to as the Maritime Continent. Multi-scale climate processes contribute to climate variability and change over the Maritime Continent. On the interannual time scale, ENSO affects the intensity of the Asian-Australian monsoon (Aldrian and Susanto, 2003), (Tangang et al., 2007) (Juneng and Tangang, 2005)) and the monsoon affects the intensity of the diurnal cycle of land-sea and mountain-valley breezes which the modulate the spatial distribution of precipitation over the islands in the Maritime Continent (Qian et al., 2010a; Robertson et al., 2011).

The continent provides a land bridge along which maximum convection marches from the Asian summer monsoon regime (generally peaking in June, July, August, or JJA) to the Australian summer monsoon system (generally peaking in December, January and February, or DJF) (Hung et al., 2004). The onset, retreat and duration of the monsoon in these regions are of particular importance for the agriculture sector in many countries in the region, and monsoon-related droughts and floods have an enormous social and economic impact (Naylor et al., 2007). In many countries (e.g., Indonesia) variability of the monsoon together with its coherence with ENSO contributes to a large portion (up to 72% in Indonesia) of the total climate variance (Aldrian and Djamil, 2008). The monsoon also affects the intensity of regional diurnal cycle of land-sea and mountain-valley breezes, modulating the spatial distribution of precipitation over the islands of the Maritime Continent (Qian et al., 2010a; Robertson et al., 2011).

The retreat of the Asian summer monsoon in boreal fall (generally during September, October, November, or Distribute) is associated with the onset process of the Australian monsoon system, and vice versa. During SON, the convection maximum occurs in the eastern Indian Ocean, Malay Peninsula and Sumatra, and southern South China Sea. This general area is the midpoint of the path of the southeastward progression of convection from the Asian summer monsoon to the Australian summer monsoon. However, during March to May, the maximum convection does not retrace that path but stays near and south of the equator (Chang et al., 2005). Several mechanisms have been proposed to explain such an asymmetry (Hung et al., 2004).

Multiple factors affect the onset and retreat of the Maritime Continent monsoon hence the system experiences considerable variability. The influence of ENSO is better understood than most other factors. The weakening of SST gradients along the equator during El Niño leads to a seasonal march in September to November that is slower than normal, and hence a delay in the onset of the Australia summer monsoon (Moron et al., 2010). The delay is often associated with an increase in the frequency of dry extremes (Curtis et al., 2007). A spatial and temporal rainfall analysis of a catchment area in East Java based on 40 rainfall stations from 1955 to 2005 showed a decrease in accumulated rainfall but the ratio between the wet and dry season rainfall has increased (Aldrian and Djamil, 2008). There have been no obvious trends in extreme rainfall indices in Indonesia, but there has been a substantial decrease in the number of rain days at many stations in the Philippines including that at Daet, along the east coast (Manton et al., 2001).

Although the Asian and Australian summer monsoon regimes intertwine across the equator, regions situated at least five degrees latitude north (south) of the equator generally experience a predominant influence from the Asian (Australian) summer monsoon regimes, recording clear wet and dry seasons (Aldrian and Susanto, 2003; Giannini et al., 2007). The latitudinal extent of the intrusion by the Australian summer regime into the Northern Hemisphere appears to be greater than that of the Asian summer monsoon into the Southern Hemisphere (Chang et al., 2005). As such, most locations in the Maritime Continent tend to experience their
annual maximum during Austral summer. The exact month of the rainfall peak at a given location, however, depends on many factors such as the orientation of terrain with respect to wind directions and complex island topography and local sea-land-air interactions (Aldrian et al., 2005; Aldrian and Susanto, 2003; Chang et al., 2005).

Recent literature confirms that drought and flooding in the Maritime continent are strongly influenced by rainfall variability, which is closely related to the diurnal change (Qian, 2008; Ward et al., 2011), intraseasonal variations such as the Madden-Julian Oscillation (Hidayat and Kizu, 2010; Salahuddin and Curtis, 2011) (Tangang et al., 2008), annual monsoon variability (Chang et al., 2005; Moron et al., 2009; Moron et al., 2010), and interannual large-scale phenomena such as ENSO (Aldrian et al., 2007; Juneng et al., 2007; Moron et al., 2010). Complex island topography and local sea-land-air interactions cannot adequately be represented in large scale GCMs or RCMs nor can they be fully resolved in remotely-sensed data such as the Tropical Rainfall measuring Mission (TRMM) data set (Aldrian and Djamil, 2008; Qian, 2008).

ENSO has a large impact on the climate variability of the Maritime continent. Warm ENSO events usually cause delayed onsets of the austral summer monsoon over Indonesia (Moron et al., 2010) and are associated with an increase in frequency of dry extremes (Curtis et al., 2007). Based on simulations with a single GCM (ECHAM5/MPI-OM), Müller and Roeckner (2008) concluded that future changes in the mean state are El Nino-like.

Diurnal and interannual variability of rainfall over Indonesia and Malaysia in austral summer (October to April) is strongly affected by the MJO passage (Hidayat and Kizu, 2010; Rauniyar and Walsh, 2011; Salahuddin and Curtis, 2011). Although the impact is largely inhomogeneous over the islands, analysis of precipitation gauges and wind observations suggest that the state of the MJO can be used to forecast climate extremes (dry and wet) in the Maritime continent (Moron et al., 2010; Salahuddin and Curtis, 2011).

Modelling the Maritime Continent monsoon is one of the greatest challenges of climate science. Representation of each element of the system (the Asian summer monsoon, the Australian summer monsoon, ENSO, the ITCZ, convection processes over the Maritime continent) is in itself a non-trivial task, but a realistic simulation involves getting right their complex relationships including the seasonal march and the asymmetry in the cross-hemisphere transition. These tasks are made even more difficult because of the coarse resolution of the contemporary large-scale CGCMs. As such, complex island topography and local sea-land-air interactions cannot be adequately represented, affecting simulations of the seasonal and diurnal cycle over the islands (Aldrian and Djamil, 2008; Qian, 2008). In addition, large-scale CGCMs tend to systematically underestimate the precipitation over the Maritime Continent, and the deficient rainfall is a driver of other systematic errors beyond the Maritime Continent (Neale and Slingo, 2003).

Climate change projections of the Maritime Continent monsoon therefore carry large uncertainties. Among the many sources are uncertainties in changes of each of the elements such as ENSO, the onset, retreat, and intensity of the Asian and Australian summer monsoon, in addition to regional rainfall distribution and the associated seasonal and diurnal cycle that large-scale CGCM simulate poorly. In general, most CGCMs tend to simulate increasing precipitation in the tropical central Pacific but declining trends over the Maritime Continent for June to August (Ose and Arakawa, 2011), consistent with a decreasing zonal SST gradient across the equatorial Pacific and a weakening Walker circulation (Collins et al., 2010).

In no other region is the need for high-resolution or downscaling to resolve the complex terrain as compelling as over the Maritime Continent. An increasingly common approach is to use outputs from large-scale CGCMs as boundary conditions for forcing high-resolution regional circulation models that incorporate a more realistic representation of local characteristics. Such a study (Kitoh et al., 2010) suggested that the summer monsoon in Indonesia is projected to increase. By the end of 21st century under the SRES A1B scenario, rainfall increases of about 20% in summer are projected, consistent with the “wet regions getting wetter” mechanism (Seager et al., 2012).

In another effort, several such downscaling simulations have been performed using the CSIRO Conformal Cubic Atmospheric Model (CCAM). These downscaling experiments were carried out with progressively higher resolution in several stages, from a quasi-uniform global resolution of 200km to 60km, for six host
CMIP3 CGCMs (CSIRO Mk3.5, GFDL 2.0, GFDL 2.1, ECHAM5, HadCM3, and Miroc-Medres) under the A2 emissions scenario to the year 2100 (Katzfey et al., 2009). While the uncertainties in large-scale model projections carry over, biases associated with the annual cycle of climatological SSTs were corrected to produce a more realistic climatology (Nguyen et al., 2012). Although there are major inter-model differences, the ensemble mean of these downscaling experiments (Figure 14.12) indicates a general increase in summer (December to February) rainfall over much of the Borneo and Celebes areas, as well as much of northeast Philippines (Figure 14.12, top right panel). Over much of the Java region, the increase is surrounded by a general reduction over the ocean. In the Austral winter (June to August), there is an increase over northern Sumatra but a decrease over Java and southern Sumatra, with a general agreement between projections based on the host CGCMs and the downscaling models.

[INSERT FIGURE 14.12 HERE]

Figure 14.12: Multi-model mean rainfall change in DJF (upper row) and JJA (lower row) (mm day$^{-1}$) in global climate models (left) and a regional downscaling model 60 km simulations (right, (Nguyen et al., 2012)), each consisting of the same six models, for the 30-year period centred on 2055, relative to a 30-year period centred on 1990, using the A2 (high) emissions scenario.

In many places, the projected change from the downscaling models is opposite in direction to that from the host CGCMs, for example, December to February rainfall over northern Borneo and northern Philippines. At a given location, the projected change might be interpreted as a net balance between two opposing mechanisms: “wet regions getting wetter” versus “warmest regions getting wetter.” The latter occurs as circulation changes advect increased moisture to locations where the surface temperature is warmest. The SST bias correction results in a shift of the location of the warmest temperatures. It is not clear what the threshold resolution is, beyond which the balance would not change further.

14.2.2.4 Australian Monsoon

The Australian summer monsoon is commonly described using a wind index, an average of east-west tropospheric winds at 850 mb over a broad area north Australia. An index over northeast Australia (120°E-150°E, 0°-10°S) (Wang et al., 2004) shows a clear post-1980 reduction, which is also confirmed by other studies (e.g., Li et al., 2012b). A new index described by Kajikawa (2010) using an average over a region northwest of Australia (110°E–130°E, 15°S–5°S) captures a higher percentage of the variance of northern Australia summer rainfall, but does not fully exhibit the post-1980 reduction. Such an average hides substantial regional variations. For example, over northwest Australia, summer rainfall has increased by more than 50% (Rotstayn et al., 2007; Shi et al., 2008a; Smith et al., 2008), whereas over northeast Australia, summer rainfall has decreased markedly since around 1980.

For northwest Australia, the increasing rainfall trends are mainly a result of similar trends in average rainfall intensity, which appear independent of ENSO, suggesting that the increasing rainfall trends are largely unrelated to ENSO (Smith et al., 2008). Climate model results suggest that an increasing level of northern hemispheric aerosols is responsible for the rainfall increase (Rotstayn et al., 2007), but another study suggests that this is a model specific result (Shi et al., 2008a). Indeed, there is no consensus among CMIP3 models (Cai et al., 2011a).

There is also a lack of consensus on rainfall reductions over southeast Australia. One suggestion regards the reduction as a part of the monsoon rainfall decrease as described in the Wang et al. (2004) index, with consistent differential warming rates in the regional ocean (Li et al., 2012b). However, an alternative explanation points to a modulation on the ENSO-rainfall teleconnection by the Pacific Decadal Oscillation (PDO): during the post-1976 positive PDO phase, the decadal mean position of convection was situated farther east, so even with a La Niña-induced westward shift, the convection centre was still situated too far east to impact on Australia (Cai and van Rensch, 2012; Cai et al., 2010).

Simulation of the Indo-Australian monsoon has improved substantially, and despite model errors and biases in simulating monsoon intensity and location, models in general show skill in representing gross spatial summer precipitation characteristics (Moise et al., 2005). Further, atmospheric GCMs forced by SST anomalies could skillfully reproduce the monsoon-related zonal wind variability over recent decades (Wang et al., 2004; Zhou et al., 2009a). Recent analysis of the skill of a suite of CMIP3 models in reproducing the
broad features of observed rainfall, temperature and circulation variations over northern Australia shows a major divergence, with half the models overestimating the tropical rainfall and the other half underestimating it (Colman et al., 2011). The seasonal reversal of the monsoon circulation in the region and the location, orientation and seasonal progression of the low level monsoon “shear line” (the line of zero east-west winds) are found to be reasonable in terms of the model ensemble mean, but with vastly varying skill in individual models (Colman et al., 2011). An examination of monsoon onset and retreat dates, diagnosed using both the 850 hPa wind and atmospheric volumetric precipitable water (Zhang, 2010; Zhang et al., 2012), showed that a majority of the models capture the northwest–southeast evolution of the summer monsoon, but large biases exist not only in the modelled onset/retrait dates but also in the extent of the monsoon inland penetration into Australia. Most CMIP models have biases in monsoon season duration, but CMIP5 models generally perform better than CMIP3 (Jourdain et al., 2012).

Under global warming, the overall changes in rainfall in tropical Australian rainfall are small, and the simulated changes carry substantial uncertainties (Moise et al., 2012). A small increase in March and April is projected, but it is not certain if the increase is an indication of a prolonged monsoon season> The increase is largely due to thermodynamic effects associated with enhanced atmospheric moisture content, with dynamic effects contributing to a weakened monsoon circulation. Using a group of CMIP5 “best” models under the RCP8.5 scenario, most projections produced five to 20% more monsoon rainfall over the 21st century than during the pre-industrial period (Jourdain et al., 2012). In terms of onset and retreat dates, the agreement among CMIP3 models varies across the domain. In between the Sumatra-Java archipelago and the north end of the Australian continent, over 80% of the models simulate delayed monsoon onset and a shortened duration by about 10 days associated with a reduction of simulated westerlies (Zhang et al., 2012). A large proportion of CMIP3 models show relatively less warming in the eastern Indian Ocean, contributing to the reduction of simulated westerlies, thus suggesting that the warming pattern in the Indian Ocean contributes to the simulated delayed onset and shortened duration under global warming. A weaker model agreement is seen over the interior of the Australian continent, where model ensembles show an approximate 7-day delay of both the onset and retreat with little change in duration (Zhang et al., 2012).

14.2.2.5 Western North Pacific Monsoon

The Western North Pacific summer Monsoon (WNPSM) is an oceanic monsoon system. The prominent circulation features of the WNPSM that affect the summer climates in marine East Asia (specifically, the region comprised by the South China Sea, Philippine Sea and surrounding domains) and the western North Pacific are the western North Pacific monsoon trough and the subtropical anticyclonic ridge (Zhou et al. 2011). The onset of the WNPSM occurs in mid-summer, later than monsoon onsets in Southeast Asia, East Asia and South Asia, due to the weak meridional sea surface temperature and pressure gradient (Zhang and Wang, 2008). The onset of WNPSM in late July is characterized by a sudden northward shift of convective activity in the western Pacific, an abrupt strengthening of monsoon trough and a northward shift of subtropical anticyclonic ridge from 20°N to 35°N. Both the heat-induced teleconnection and air-sea interaction are involved in the monsoon development processes (Ueda et al., 2009).

The WNPSM does not show any clear trend during 1950–1999. Since the late 1970s the overall coupling between the western North Pacific monsoon system and ENSO has strengthened (Wang et al., 2008a; Xie et al., 2009), overriding the weakening of the Indian monsoon-ENSO anti-correlation during the developing phase (Wang et al., 2008a). CMIP5 models project a weakening tendency of WNPSM circulation under RCP4.5 and RCP8.5 scenarios (Figure 14.11e) but with enhanced precipitation due to the convergence of moisture. In the global warming scenarios, the intense cyclonic activity over the WNP declines, while weak cyclone activity increases (Deo et al., 2011).

When forced by observed historical sea surface temperatures, the interannual variability of the western North Pacific summer monsoon is reasonably well modelled (Zhou et al., 2009b). CMIP3 models have difficulties in reproducing the stepwise eastward progress of convection, probably related to a poor SST distribution and poor representation of the monsoon trough over the warm pool area in GCMs (Inoue and Ueda, 2009). Accurate simulation of WNPSM variability needs the inclusion of air-sea coupling. Regional ocean-atmosphere coupled models generally show a cold bias of simulated SST over the WNP (Zou and Zhou, 2012), which partly stems from the overestimation of convection frequency by the atmospheric model (Zou and Zhou, 2011). The 1-month lead hind cast of ENSEMBLES models (a coordinated multi-model effort in
Although the American monsoons, including the North America Monsoon System (NAMS) and the South America Monsoon System (SAMS) do not change wind directions from summer to winter, as do other monsoon systems, there are large inter-seasonal differences in precipitation, humidity, and atmospheric circulation (Marengo et al., 2010b; Vera et al., 2006a). For this reason, the NAMS and SAMS indices are often defined in terms of precipitation characteristics (Wang and LinHo, 2002) rather than a wind reversal, permitting the use of a comparable index for all monsoon regions. While there was a downward trend in global land monsoon rainfall accumulation from 1950 to 2004, this was mainly caused by the North African and South Asian monsoon (Zhou et al., 2008c), and the long-term trend of the Southern Hemisphere Monsoon, including the SAMS, was not statistically significant (Zhang and Zhou, 2011a). Meanwhile, between 1979 and 2008, a positive trend in global monsoon precipitation and global monsoon area was found. Both the SAMS and NAMS regions contribute to the increase (Hsu et al., 2011). In CMIP3 future climate projections, the areas of both the SAMS and NAMS increase (Hsu et al., 2012a). The CMIP5 models project an even larger expansion of NAMS than SAMS in the future scenarios (Kitoh et al., 2012). Although the CMIP5 models project increases in precipitation extremes in the NAMS and SAMS, the changes are larger in the NAMS. Increased precipitation and expansion of monsoon area have been associated with a warming-induced expansion of the Hadley cell towards higher latitudes.

14.2.3.1 North America Monsoon System

The warm season precipitation in northern Mexico and the southwestern USA is strongly influenced by the NAMS. While seasonal-mean precipitation in this region is generally controlled by the establishment of a continental-scale upper-level anticyclone and a lower-level thermal low (Higgins et al., 1997; Vera et al., 2006a), it is also under the influence of factors operating at multiple spatial and temporal scales, including propagating waves and troughs in the tropics, synoptic disturbances and fronts entering the domain from the mid-latitudes, and land falling tropical cyclones (Douglas and Englehart, 2007). It is fed by two distinct, relatively narrow low-level moisture sources—the Great Plains Low-Level Jet (LLJ) to the east of the Sierra Madres, which is approximately 200–400 km in width, and the narrower Gulf of California LLJ to the west of the Sierra Madres, which is approximately 100 km in width. Further, the large-scale circulation features—including the upper-tropospheric monsoon ridge, the North Atlantic subtropical (or Bermuda) high, the Intertropical Convergence Zone, and the subtropical jet stream—in which these phenomena develop are modified by slowly evolving coupled climate features associated with the PDO, the AMO, and solar activity (Arias et al., 2012; Feng and Hu, 2008; Metcalfe et al., 2010; Seager et al., 2009; van Loon et al., 2004). As such, it is relatively difficult to simulate many of the important rainfall-producing phenomenon within the global climate models typically used for climate-change analysis (Castro et al., 2007; Cerezo-Mota et al., 2011; Lin et al., 2008a), although these models do seem to capture gross-scale features associated with its seasonal cycle (Gutzler, 2009; Liang et al., 2008b).

Historical trends provide little guidance as to the future state of the system. In the core of the monsoon region—centred over western Mexico, Arizona and western New Mexico—no distinct trends have been discerned with regard to overall precipitation over the last half of 20th Century (Anderson et al., 2010); (Arrigia-Ramirez and Cavazos, 2010) due to countervailing trends in intensity (increasing) and frequency (decreasing) of events, as well as length of the monsoon season (decreasing) itself (Englehart and Douglas, 2006). However, monsoonal stream flow in western Mexico has been decreasing, possibly as a result of changing precipitation characteristics or antecedent hydrological conditions rather than overall precipitation amounts (Gochis et al., 2007). Additional analyses indicate there has also been a systematic delay in onset, peak, and termination of the monsoon (Grantz et al., 2007) as well as an increase in extreme precipitation events associated with land falling hurricanes (Cavazos et al., 2008). Finally, positive trends in NAMS
precipitation have been detected in areas north of the "core" monsoon area of Arizona and western New Mexico (Anderson et al., 2010), in agreement with the northward expansion of the summertime North American monsoon during relatively warm periods within the Holocene (Harrison et al., 2003; Metcalfe et al., 2010; Mock and Brunelle-Daines, 1999; Petersen, 1994; Poore et al., 2005).

Over the coming century, CMIP5 simulations tend to show a reduction in precipitation in the core zone of the monsoon (Annex I), but this signal is not reproducible across models, even under the RCP8.5 scenario. Thus the evidence for current or future anthropogenic influence on NAMS precipitation is very limited and hence confidence in projections of monsoon precipitation changes is currently low. However, projections of monsoon timing indicate it is likely that the monsoon rains will arrive later in the annual cycle but will persist later as well (Seth et al., 2011), in agreement with already-observed changes. Further, projected increases in temperatures are reproducible across models (Annex I), which are very likely to increase the frequency of extreme summer temperatures (Anderson, 2011; Diffenbaugh and Ashfaq, 2010; Duffy and Tebaldi, 2012), likely to reduce stream flow (Das et al., 2011) and likely to enhance droughts (Cayan et al., 2010; Weiss et al., 2009) during the monsoon period.

14.2.3.2 South America Monsoon System

The South American Monsoon System (SAMS) onset occurs around the end of October and the demise happens roughly between end of March and end of April (Silva and Carvalho, 2007); (Raia and Cavalcanti, 2008). The SAMS cycle comprises three stages: rainfall beginning over north western South America, South Atlantic Convergence Zone (SACZ) establishment, and precipitation increase over the mouth of the Amazon River (Nieto-Ferreira and Rickenbach, 2010). As with the NAMS, global climate models generally capture the gross elements of the SAMS, but miss important regional features. The overall annual cycle of precipitation in the SAMS region is generally well-represented by CMIP3 models (Bombardi and Carvalho, 2009); (Seth et al., 2011). However, analyses of ten CMIP3 models show that most models represent the current climate's annual cycle of precipitation over the Amazon and northwest South America poorly (Bombardi and Carvalho, 2009). SAMS onset dates are reasonably simulated by AGCMs and CMIP3 models, with the exception of south eastern Brazil, where the rainy season duration is underestimated in some areas and overestimated in others (Bombardi and Carvalho, 2009; Liebmann et al., 2007).

In spite of difficulties in simulating SAMS, credible mechanisms leading to anthropogenically-forced changes in the monsoon regions, including the SAMS region, have been identified. Idealized experiments with a coupled atmospheric-ocean model subjected to increasing CO₂ show intensification of the precipitation difference between summer and winter in the global monsoon regions, including the SAMS region (Cherchi et al., 2011). During the wet season, regional mechanisms including increased evaporation and decreased stability act to increase precipitation. Increased stability (see Chapter 12 and (Chou and Chen, 2010)) acts remotely to decrease SAMS precipitation in the dry season. Some CMIP3 models mimic this behaviour, projecting a precipitation increase in aurast summer (Seth et al., 2011).

Previously-established analytical techniques to obtain SAMS indices (Raia and Cavalcanti, 2008; Silva and Carvalho, 2007) (Jones and Carvalho, 2012) indicate that six CMIP5 models show a 50% increase in amplitude of the wet/dry season contrast under the RCP8.5 emissions scenario. However, the competing effects in wet and dry seasons identified above create ambiguous outcomes in the transition between dry and wet seasons. For example, in the Seth et al. (Seth et al., 2011) study of CMIP3 models, precipitation was projected to decrease in aurast spring in the SAMS region. This transition season effect could indicate a future shifting in the SAMS cycle. However, other studies conflict with one another and with these results: The median onset and demise in the future projections (2080-2100) of CMIP3 models under the A1B emissions scenario are similar to the 20th Century (1979-2000) in the central monsoon region (Bombardi and Carvalho, 2009). Most projections by 21 CMIP5 models in (Kitoh et al., 2012)) indicate a delayed onset and small changes in the demise date. Meanwhile, the (Jones and Carvalho, 2012)) study of the CMIP5 models under RCP8.5 shows earlier onsets by 24 days, later demises by 21 days, and thus noticeably longer durations of the SAMS by the end of the 21st century. Therefore, unlike the increase in precipitation of some areas and decrease in other areas within the SAMS region, during the wet season, and a general precipitation decrease in the dry season, which are all likely to occur in association with anthropogenic climate change, these simulated future changes in SAMS onset and demise must be viewed with caution.
Until very recently, literature on changes in the SAMS over the past few decades has been sparse. There is observational evidence that the duration and amplitude of the wet/dry season contrast have increased in the last 62 years (Carvalho et al., 2012), though the confidence in such changes is higher in the last 30 years. Ten CMIP5 models subjected to historical forcing consistently show increases in the amplitude, earlier onset, later demise and longer duration of the SAMS during the 1951–2005 period (Jones and Carvalho, 2012), consistent with the observational evidence and CMIP5 ensemble behaviour noted above for the 21st century. Statistical tests comparing linear trends from these simulations and pre-industrial control experiments with no external forcing support the hypothesis that these changes in SAMS characteristics are linked to anthropogenic forcing and modifications in land-cover and land-use in South America.

In summary: There is evidence for current or future anthropogenic influence on NAMS and SAMS precipitation; however, it is mixed, and overall confidence in projections of monsoon precipitation changes is currently low. It is likely precipitation associated with the NAMS will arrive later in the annual cycle, and persist later, consistent with recent trends. Future changes in the timing and duration of the SAMS are also likely, but exactly what these changes will be remains uncertain.

### 14.2.4 African Monsoon

West African climate is dominated by the West African monsoon (WAM) system. The monsoon develops during northern spring and summer, with a rapid northward jump of the rainfall belt from along the Gulf of Guinea at 5°N in May to June to the Sahel at 10°N in July to August. The WAM brings the rainfall maxima to their northernmost location in August and then withdraws to the south. Multiple scales, from convective organization to intraseasonal waves, strongly interact with the seasonal evolution and the interannual variability of the monsoon (Gu et al., 2004; Lebel et al., 2010; Ruti and Dell’Aquila, 2010). Anomalies in tropical Atlantic (Hoerling et al., 2006) and Mediterranean (Jung et al., 2006; Rowell, 2003). SST influence the flow into the Sahel and the moistening of the boundary layer, so that a colder northern tropical Atlantic (especially relative to the southern) or a cold Mediterranean induces negative rainfall anomalies. Warm anomalies in the Indian Ocean or in the Pacific during the growth phase of ENSO tend to increase vertical stability elsewhere and induce subsidence and dry near-surface flow over North Africa (Bader and Latif, 2003; Hagos and Cook, 2008; Janicot et al., 1996; Lu, 2009; Rowell, 2001).

Given the importance of SST forcing on the region, the uncertainty in future change in West African monsoon rainfall may be attributed to model biases, most notably the failure to reproduce the climatological east-west gradient in equatorial Atlantic SST, or to differences in the patterns of projected SST that influence the monsoon; alternatively, uncertainty in land processes and the direct response to radiative forcing may be dominant (Biasutti et al., 2008; Giannini et al., 2008; Rowell, 2011; Xue and others, 2010). Qualitatively, the CMIP3 ensemble simulates a more reproducible response during the pre-onset and the demise portion of the rainy season (Biasutti and Sobel, 2009; Biasutti et al., 2009; Seth et al., 2010). Rainfall is projected to decrease during spring—implying a small delay in the development of the mean rainy season; but to increase in fall—implying an intensification of late-season rains. The limitations of model simulations in the region, from lacking convective organization (Kohler et al., 2010) to the underestimation of interannual variability (Scaife et al., 2009) suggests a cautious attitude towards future projections.

### 14.2.5 Assessment Summary

There is medium to high confidence that global monsoon precipitation is likely to strengthen in the 21st century with increase in its area and intensity while the monsoon circulation weakens. Precipitation extremes such as simple daily precipitation intensity index (SDII), annual maximum 5-day precipitation total (R5d), and dry days (DD) are likely to increase with larger rates than those of mean precipitation. Future increase in SDII and R5d is very likely in the South Asian and the East Asian monsoon regions. R5d is also very likely to increase in North and South African monsoon regions and in the Australian monsoon region. Interannual rainfall variability is likely to intensify in the future warmer climate and the relationship between monsoon and El Niño is also likely to strengthen. Overall, CMIP5 models project that the monsoon onset will be earlier or not change much and the monsoon retreat dates will delay, resulting in a lengthening of the monsoon season. Such features are likely to occur in most of Asian-Australian Monsoon regions.
There is medium to high confidence that the total Asian-Australian monsoon precipitation is likely to increase but with a north-south asymmetry: the Indian monsoon rainfall increases significantly while the changes in the Australian summer monsoon rainfall are small. There is a medium confidence that the Indian summer monsoon circulation to weaken, but more abundant moisture in the atmosphere overwhemls weakened circulation, resulting in more rainfall. In case of East Asia summer monsoon, both the rainfall and circulation are likely to increase in the future. It is likely that rainfall will increase due to enhanced monsoon circulation and increased water vapour, but there is low confidence in the spatial distribution of such rainfall change. There is medium confidence that over the Maritime continent monsoon in the austral summer precipitation is likely to increase. There is high confidence that the Australian summer monsoon over the Java archipelago and northernmost Australia will very likely to be delayed and shortened while there is a medium confidence in the delay of monsoon over the interior of Australia. Medium confidence in that the Western North Pacific monsoon is likely to weaken, but compensating moisture effects will enhance precipitation.

There is low confidence in projections of the American monsoon precipitation changes. It is likely that precipitation associated with the NAMS will arrive later in the annual cycle, and persist longer. Future changes in the timing and duration of the SAMS are also likely, but details of these changes remain uncertain. There is medium confidence that a small delay in the development of the West African mean rainy season is likely; but with an intensification of late-season rains. The limitations of model simulations in the region suggest a cautious approach towards future projections.

14.3 Tropical Phenomena and Modes of Variability

14.3.1 Convergence Zones

Tropical convection over the oceans, averaged for a month or longer, is organized into long and narrow convergence zones, often anchored by SST structures. A radiative perspective of convection change is presented in Chapter 7.6, while the emphasis here is on regional change. In model experiments where spatially-uniform SST warming is imposed, precipitation increases in these tropical convergence zones (Xie et al., 2010b), following the ‘wet-get-wetter’ paradigm (Held and Soden, 2006). On the flanks of a convergence zone, rainfall may decrease because of the increased horizontal gradient in specific humidity and the resultant increase in dry advection into the convergence zone (Neelin et al., 2003).

While these arguments based on moist atmospheric dynamics call for tropical convective change to be organized around the climatological rain band, evidence is emerging that changes of tropical convection in a warmer climate depend on the spatial pattern of SST warming. As a result of the SST pattern effect, rainfall change does not generally project onto the climatological convergence zones. In CMIP3/5 model projections, annual-mean rainfall change over tropical oceans follows a ‘warmer-get-wetter’ pattern, increasing where the SST warming exceeds the tropical mean and vice versa (Sobel and Camargo, 2011; Xie et al., 2010b).

The correlation between regional patterns of SST warming and precipitation in 20°S–20°N is positive in CMIP5 models, with the median at 0.5 (Figure 14.13). Differences among models in the SST warming pattern are an important source of uncertainty in rainfall projections, accounting for a third of inter-model variability in tropical precipitation change (Ma and Xie, 2012).

Figure 14.13 presents selective indices tracking major SST warming patterns for RCP8.5. Reproducible patterns of SST change among CMIP5 models include: greater warming in the Northern than Southern Hemisphere, a pattern favouring rainfall increase (decrease) at locations north (south) of the equator (Friedman et al., 2012); enhanced equatorial warming (Liu et al., 2005) that anchors a pronounced rainfall increase in the equatorial Pacific; reduced warming in the subtropical Southeast Pacific that weakens convection there; decreased zonal SST gradient across the equatorial Pacific (see Section 14.4) and westward zonal SST gradient change across the equatorial Indian Ocean (see Section 14.3.3) that together help weaken the strength of the Walker Cells.

[INSERT FIGURE 14.13 HERE]

Figure 14.13: Upper panel: Annual-mean precipitation percentage change (δP/P in green/gray shade and white contours at 20% intervals), and relative SST change (color contours at intervals of 0.2°C; negative dashed) to the tropical (20°S–20°N) mean warming in RCP8.5 projections, shown as 23 CMIP5 model ensemble mean. Lower panel: SST warming
pattern indices in 23-model RCP8.5 ensemble, shown as the 2050–2099 minus 1900–1949 difference. From left:
Northern (EQ-60°N) minus Southern (60°S-EQ) Hemisphere; equatorial (120°E-60°W, 5°S-5°N) and Southeast
(130°W-70°W, 30°S-15°S) Pacific relative to the tropical mean warming; zonal SST gradient in the equatorial Pacific
(120°E-180°E minus 150°W-90°W, 5°S-5°N) and Indian (50°E-70°E, 10°S-10°N minus 90°E-110°E, 10°S-EQ)
Oceans. Rightmost: spatial correlation between relative SST change and precipitation percentage change (6P/P) in the
tropics (20°S-20°N). (The spatial correlation for the multi-model ensemble mean fields in the upper panel is 0.61). The
circle and error bar indicate the ensemble mean and ±1 standard deviation, respectively.

14.3.1.1 Inter-Tropical Convergence Zone

The Inter-Tropical Convergence Zone (ITCZ) is generally identified as a region of persistent low-level
convergence, upper-level divergence with strong upward motion, cloudiness and precipitation, located
immediately north of the equator, characterized by distinct seasonal migration across the equator. The
characteristics of the ITCZ vary noticeably with longitude; it is narrow in the central and eastern Pacific, but
becomes broader in the western Pacific due to strong monsoon flows. The ITCZ axis in the Indo-Pacific
region can be partitioned into three sections: the continental monsoon trough in India, the Bay of Bengal, and
Indo-China; the oceanic monsoon trough in the Pacific warm pool; and the trade wind trough in the central
Pacific.

The ITCZ exhibits variability at different spatial-temporal scales, and affects the climate through
redistribution of convective forcing; it thus plays a crucial role in the water and energy cycles, air-sea
interaction, monsoon evolution, and planetary teleconnections (Cheng et al., 2007; Chiang et al., 2008). The
variability of the ITCZ results from a host of processes, from long-term orbital forcing to anthropogenic
forcing in recent times (Delworth and Dixon, 2006; Joseph and Nigam, 2006). A northward shift of the ITCZ
has been suggested as the trigger of abrupt shifts of Northern Hemisphere atmospheric circulation
(Steffensen et al., 2008). Southward shifts of the Atlantic ITCZ and its relation to Atlantic thermohaline
circulation have been noted in CMIP/PMIP simulations (Stouffer et al., 2006). There is some observational evidence (Mann and Emanuel, 2006) that anthropogenic aerosols cooled the
tropical North Atlantic over the 20th Century; model studies (Chang et al., 2011) indicate that this cooling alters the tropical Atlantic inter-hemispheric temperature gradient, with implications for the Atlantic ITCZ;
however, there are indications of decreasing aerosol forcing in the North Atlantic in the recent years
(Chapter 2). Analysis of ship reports shows an increase in cloud cover in the central equatorial Pacific over the
past six decades (Tokinaga et al., 2012), which suggests a southward shift of the tropical rain band.

Modelling studies have shown that cooling from the mid-to-high latitude of the Northern Hemisphere can affect the northern tropics through an equatorward shift in the ITCZ (Broccoli et al., 2006; Kang et al., 2008). Variations of the Atlantic meridional overturning circulation (AMOC) can affect the tropical Atlantic ITCZ (Chang et al., 2008; Cheng et al., 2007). Simulation of the AMOC, and hence simulations of shifts in the ITCZ, have been found to be sensitive to processes such as cloud feedback (Zhang et al., 2010).

Improvement of the estimated response of the ITCZ and consequent impact on regional climate will also depend on the representation of aerosol effects in models, especially with regards to their impacts on inter-hemispheric asymmetric warming (Kiehl, 2007; Ramanathan and Carmichael, 2008). Recent studies with climate models have demonstrated the power of extratropical forcing in causing the ITCZ to shift northward or southward (Kang et al., 2008). Slab ocean model simulations from different modelling centres show a wide range of ITCZ shifts in response to doubling carbon dioxide concentrations (Kang et al., 2009). Other processes that can be important are positive feedbacks within the tropics due to increasing water vapour content and high clouds in the new ITCZ location, which amplify changes due to other forcings.

Although most models reproduce the observed broad patterns of precipitation and year-to-year variability associated with the ITCZ (Bracconnot et al., 2007; Newton et al., 2006), many models (especially those without flux corrections) still show an unrealistic double-ITCZ pattern over the tropical Pacific (Brown et al., 2011; Dai, 2006; De Szoeke and Xie, 2008; Lin, 2007) (Zhang et al., 2007b). The “double ITCZ” model bias applies predominantly to the eastern Pacific, where a band of precipitation is simulated near the equator in the Southern Hemisphere that is not seen in observations except briefly in March/April (Chapter 9, De Szoeke and Xie, 2008). Sensitivity experiments with individual CGCMs showed that the bias can be alleviated by modifying the atmospheric models (e.g., Zhang and Wang, 2006).
Most models project an increase in precipitation along the ITCZ and a decrease in precipitation in the subtropics. In the northern hemisphere winters the precipitation in the ITCZ is enhanced, while it decreases in the subtropical belt, thus reinforcing the deserts. However, there is some evidence of reversal of this trend in the last two decades (Parker et al., 2007; Thompson et al., 2010). Inter-hemispheric asymmetry in warming, under the influence of anthropogenic sulphate emissions (Ming and Ramaswamy, 2009) can affect north-south SST gradients and the future behaviour of ITCZ.

14.3.1.2 South Pacific Convergence Zone

The South Pacific Convergence Zone (SPCZ) (Vincent, 1994; Widlansky et al., 2011) extends south-eastward from the tropical warm pool of the western Pacific to French Polynesia and the Southern Hemisphere mid-latitudes. It is a key feature of the climate of the southwest Pacific, contributing most of the yearly rainfall to the many South Pacific island nations under its influence. Regional rainfall follows the seasonal migration of the warm pool and the SPCZ, reaching greatest intensity during austral summer (DJF). The position of the SPCZ varies on interannual to decadal time scales, shifting northeast or southwest in response to ENSO and the IPO/PDO (Folland et al., 2002) (Vincent et al., 2011).

At the time of the AR4, the basic physical processes maintaining the SPCZ were documented, but it was not well modelled. Many GCMs tended to simulate the SPCZ as lying east-west, giving a ‘double-ITCZ’ structure and missing the south-eastwards orientation. Since the AR4, several studies (Takahashi and Battisti, 2007; Vincent et al., 2011) (Lintner and Neelin, 2008; Widlansky et al., 2011) have made progress on explaining the detailed physical mechanisms of SPCZ orientation and variability. These mechanisms are associated with zonal and meridional SST gradients, trade wind strength, and subsidence over the eastern Pacific. Recent work (Vincent et al., 2011) (Cai et al., 2012) suggests a non-linear relationship between ENSO and SPCZ position. Strong El Niño events induce a zonally-oriented SPCZ located well northeast of its average position, while more moderate ENSO events are associated with movement of the SPCZ to the northeast or southwest, without a change in its orientation.

While some models have improved their simulation of the SPCZ, many still have major shortcomings (Brown et al., 2012a). An analysis of CMIP5 results (Cai et al., 2012) showed that less than half (8 of 20) the models were able to reproduce the non-linear ENSO-related behaviour discussed above. However, models from both CMIP3 and CMIP5 that do simulate the SPCZ well show a consistent tendency towards much more frequent zonally-oriented SPCZ events (Figure 14.14) in future (using the SRES A2 emissions scenario for CMIP3 and RCP8.5 for CMIP5). The mechanism appears to be associated with a reduction in near-Equatorial meridional SST gradient, a consistent feature of modelled SST response to anthropogenic forcing. An increased frequency of zonally-oriented SPCZ events would have major implications for regional climate in the southwest Pacific, leading to increased interannual variability of rainfall in many areas and possibly to more frequent drought in the southwest western part of the region.
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Figure 14.14: (a) and (b) – the two leading principal component patterns of rainfall (Global Precipitation Climatology Project version 2) in the SPCZ region (Eq.−30°S, 160°E–80°W), during December to February (units are mm day−1). Lines superimposed in (a) show the average SPCZ position during El Niño (green), La Niña (blue) and neutral (black) states. The red line in (b) shows the average SPCZ position during zonal-SPCZ events. The SPCZ position is defined as the position where the maximum of rainfall greater than 6 mm per day5 is situated and a linear fit is applied. (c) illustrates the nonlinear relationship between the leading principal component time series. La Niña, neutral and moderate El Niño years are indicated with blue, black and green dots, respectively. A zonal SPCZ event (red dots) is defined as when the first principal component is greater than one standard deviation, and when the second principal component is positive. (from Cai et al., 2012).

In summary, based on analysis of models that successfully simulate the location and variability of the SPCZ, it is likely that the frequency of zonally-oriented SPCZ events will increase, with the SPCZ lying well to the northeast of its average position during those events.

14.3.1.3 South Atlantic Convergence Zone

The South Atlantic Convergence Zone (SACZ) is a band of cloud and precipitation extending from the Amazon region towards southeastern Brazil and Atlantic Ocean during summertime. Floods in many
locations and landslides in mountainous areas of southeastern Brazil are often related to this feature. Weakening or displacement of the SACZ leads to drier than normal conditions in these regions. The dominant mode of austral summer precipitation variability over South America exhibits a dipole pattern, with one centre over SACZ region and another one over Southeastern South America (SESA). Precipitation associated with the SACZ is reproduced by some CMIP3 models (Vera and Silvestri, 2009; Vera et al., 2006b) and CMIP5 (Cavalcanti and Shimizu, 2012).

Decreased precipitation in central and eastern Brazil, a region affected by the SACZ, was projected by 6 out of 10 CMIP3 models under A1B scenario (Bombardi and Carvalho, 2009). The reduction is also noted by the study of (Seth et al., 2010), which projects a southward displacement of the SACZ and the Atlantic Subtropical High during SON and DJF. The shifting of the South Atlantic Subtropical High has been related to the southward expansion of the Hadley Cell, (Lu et al., 2007) and is consistent with the positive trend of the AAO index (Section 14.5.2) and poleward shifting of the stormtracks (Previdi and Liepert, 2007). The reduced precipitation in the SACZ is also consistent with the increased precipitation over SESA in the second half of 21st century, in CMIP3 models that simulated the dipole precipitation pattern in present and future (A1B) climate scenarios (Junquas et al., 2011).

Pacific SST warming and strengthening of the PSA-like wave train (Section 14.6.2) in the second half of 21st century compared to the first half were considered as potential mechanisms contributing to the changes in the dipole pattern (Junquas et al., 2011). Another important result, also consistent with precipitation reduction in the SACZ region, is the intensification of northerly wind at low levels over South America in future projections (Seth et al., 2010). This circulation change can be associated with an increase in the Low Level Jet (LLJ) occurrences (Section 14.7.5). Increased moisture flux from the Amazon Basin to the La Plata Basin is in accord with the precipitation increase in the southern regions and a decrease in the SACZ. Results from HADGEM2-ES-CMIP5, a model which reproduces the main features of precipitation and atmospheric circulation over South America, show intensification and extension towards the ocean of the southern dipole centre and weakening of the northern centre associated with the SACZ in the last 26 years of the 21st century (Cavalcanti and Shimizu, 2012). This result is consistent with the shifting of the SACZ southwards, as projected by CMIP3 models (Seth et al., 2010), and also with the precipitation increase over southeastern South America, projected by CMIP5 models (Figure AI50-Atlas).

14.3.2 Madden Julian Oscillation

The Madden-Julian Oscillation (MJO, Madden and Julian, 1994) is the dominant component of tropical intraseasonal (20–100 days) variability. It consists of pairs of convectively active and suppressed phases defined by positive and negative anomalies in precipitation, respectively, over large areas of up to approximately 20,000 km². Associated with this is an east-west (zonal) overturning circulation with ascending motion in the active phase and descending motion in the suppressed phase. This convection-circulation coupled pattern propagates eastward along the equator normally from the Indian Ocean to the western and central Pacific at an average speed of ~5 m s⁻¹ (Zhang, 2005). In boreal summer, there is a northward propagation of the MJO in conjunction with its eastward propagation. The MJO modulates tropical cyclone activity (Frank and Roundy, 2006), contributes to intraseasonal fluctuations of the monsoons (Maloney and Shaman, 2008), and modulates the ENSO cycle (Lengaigne et al., 2004). The MJO also excites teleconnection patterns outside the tropics in both hemispheres (L’Heureux and Higgins, 2008) (Lin et al., 2009).

At the time of the AR4, the MJO was well-described and the mechanisms that maintain it were understood to involve coupling between the atmospheric circulation and deep convection, as well as air-sea interaction. Yet the MJO was not well modelled, nor could deficiencies in model simulations of the MJO be explained based on physical understanding at that time (Zhang, 2005), although model representation of convection and air-sea fluxes were known to be important factors (see also Chapter 9).

Simulation and prediction of the MJO by GCMs remains challenging, although progress has been made in recent years (Benedict and Randall, 2009; Weare et al., 2012; Xavier et al., 2010; Zhang et al., 2006a). Because of the close connections between the MJO and extreme events, the inability of climate models to properly simulate the MJO and its potential response to climate change seriously limits the application of these models to project the statistics of extreme events in the future, especially in the tropics.
Possible changes in the MJO in a future warmer climate have just begun to be explored. In the MPI Earth System Model, MJO variance based on a multi-variant index increases appreciably in global warming (Schubert et al., 2012). The change in MJO variance is highly sensitive to the spatial pattern of SST warming. In an atmospheric GCM with the boreal winter SST climatology, precipitation variance increases in response to a spatially uniform SST warming while it decreases under a warming pattern taken from a coupled global warming simulation (Maloney, 2012a). In the latter case, the SST warming in the Eastern Hemisphere south of the equator is weak relative to the tropical mean, causing a decrease in the mean precipitation. Change in wind variability is mediated by the increase in tropospheric static stability due to the SST warming. The poor skill in simulating MJO, and the sensitive to SST warming pattern, which is itself subject to large uncertainties, makes it challenging to assess how MJO will change under global warming.

14.3.3 Indian Ocean Modes

The tropical Indian Ocean (TIO) is part of the Indo-western Pacific warm pool anchoring strong atmospheric convection. TIO SST exhibits two distinct modes of interannual variability, as extracted from an EOF analysis. The Indian Ocean basin (IOB) mode, explaining more than 30% of the total variance, features a nearly uniform structure while the Indian Ocean dipole (IOD) mode, explaining less than 15% of the variance, has a heavy loading in the eastern equatorial Indian Ocean off Indonesia, with weaker anomalies of the opposite polarity over the rest of the basin. See recent reviews by Schott et al. (2009), Deser et al. (2010a), and discussions in Chapters 2 and 9. Both modes are statistically significantly correlated with ENSO. IOB peaks in the boreal spring of the ENSO decay year while IOD peaks in the fall of the ENSO developing year.

14.3.3.1 Mean State

The basin-mean SST of TIO has risen steadily for much of the 20th Century, especially since the 1950s. Coupled ocean-atmosphere GCMs generally simulate this SST trend very well under the observed radiative forcing (Alory et al., 2007), suggesting the forced nature of the trend. The SST increase over the North Indian Ocean is noticeably weaker than the rest of the basin since 1930s, a difference suggested due to reduced surface solar radiation by Asian brown clouds with important effects on Indian and African monsoons (Chung and Ramanathan, 2006) and Arabian Sea cyclones (Evan et al., 2011b).

Over the equatorial Indian Ocean, coral isotope records off Indonesia for 1858–1997 indicate a reduced SST warming and/or suppressed freshening of salinity (Abram et al., 2008), in support of an IOD-like pattern in SST. Historical ship measurements suggest an easterly wind change for the past six decades especially during July to October, a result consistent with a reduction (increase) of marine cloudiness in the east (west), a decreasing trend at many stations over the maritime continent, and a thermocline shoaling in the east (Tokinaga et al., 2012). Ocean GCMs forced by atmospheric reanalyses, however, point to changes of opposite sign (Han et al., 2010). This discrepancy could be due to the modest magnitude of the forced changes compared to natural variability and spurious change in reanalyses.

In many CMIP3 models, the response of the equatorial Indian Ocean to global warming is characterized by easterly wind change, with a shoaling thermocline (DU and XIE, 2008; Vecchi and Soden, 2007b) and reduced SST warming in the east (Stowasser et al., 2009) (Figure 14.15). The change in zonal SST gradient, in turn, reinforces the easterly wind change, indicative of Bjerknes feedback (Xie et al., 2010b). While the deceleration of the Walker circulation occurs under global warming even in the absence of any change in zonal SST gradient (Held and Soden, 2006), models with strong Bjerknes feedback tend to produce an IOD-like zonal pattern with reduced SST warming and suppressed convection in the eastern equatorial Indian Ocean (Cai et al., 2011b). This coupled pattern is most pronounced during July to November.
14.3.3.2 Indian Ocean Basin Mode

The IOB mode forms in response to ENSO via the atmospheric bridge and surface heat flux adjustment (Alexander et al., 2002; Klein et al., 1999). Recent studies show that ocean dynamics and ocean-atmosphere interaction within the TIO basin are important for the long persistence of IOB (Du et al., 2009; Izumo et al., 2008; Wu et al., 2008). In the summer following El Nino, the persistent basin-wide SST warming induces coherent atmospheric anomalies (Xie et al., 2009), known as the TIO capacitor effect that includes a weakened Northwest Pacific monsoon (Wang et al., 2003), suppressed tropical cyclone (TC) activity (Du et al., 2011) over the Northwest Pacific, and anomalous rainfall over East Asia (Huang et al., 2004).

For a 60-year period since 1950, the IOB mode intensified markedly across the 1970s, a change most pronounced in the summer following ENSO (Xie et al., 2010a). This interdecadal change in IOB explains the intensification of correlation between the Northwest Pacific summer monsoon and ENSO (Wang et al., 2008a), a change reproduced in atmospheric GCM simulations forced by observed SST (Huang et al., 2010). Observations along a busy ship track across the North Indian Ocean and South China Sea reveal another epoch of strong IOB variability during 1880-1910 in addition to the current epoch after the 1970s and a 60-year lull in between (Chowdary et al., 2012). Both epochs of intensified IOB variability coincide with those of enhanced ENSO activity, suggesting the importance of the Pacific forcing.

How the IOB mode responds to global warming depends in part on how ENSO will change (Section 14.4). In an OAGCM, (Zheng et al., 2011) found that the IOB mode and its capacitor effect persist longer, through summer into early fall in global warming (Figure 14.16). This increased persistence may intensify ENSO’s influence on Northwest Pacific tropical cyclones. It also suggests that the recent intensification of IOB variability may be partly due to global warming. This response to global warming is not reproducible in a large CMIP5 ensemble, with the IOB persistence increasing in some models but decreasing in some others (Figure 14.3.4).
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Figure 14.16: Scatter plot comparing the IOB mode in 22 CMIP5 models between the 20th century historical and 21st century RCP8.5 simulations: regression of North Indian Ocean (40°E–100°E, 0°–20°N) SST during July to September upon the preceding November to January Nino3.4 (170°W–120°W, 5°S–5°N) SST. The red dot denotes the multi-model ensemble mean, and the error bar the standard deviation of inter-model variability.

14.3.3.3 Indian Ocean Dipole Mode

IOD develops in July to November and involves Bjerknes feedback among zonal SST gradient, zonal wind and thermocline tilt along the equator, much akin to ENSO in the Pacific (Saji et al., 1999; Webster et al., 1999). Besides inducing precipitation over oceanic regions, a positive IOD event (with negative SST anomalies off Sumatra) is associated with droughts in Indonesia, reduced rainfall over Australia, intensified Indian summer monsoon, floods in East Africa, hot summers over Japan, and anomalous climate in the extratropical Southern Hemisphere (Yamagata et al., 2004).

IOD variability is high around 1850, and after the 1970s (Abram et al., 2008). A major IOD event occurred in 2006, and the dipole mode index remains positive for 2007 and 2008. Such a prolonged IOD-like state is very rare, which, along with the increase in IOD activity since the 1970s, prompts the suggestion that global warming might be a culprit (Abram et al., 2008; Behera et al., 2008; Cai et al., 2009a).

The IOD variability in SST remains nearly unchanged in global warming (Ihara et al., 2009) (Figure 14.17a) despite the easterly wind change that shoals the thermocline (Figure 14.17b) and intensifies thermocline feedback on SST in the eastern equatorial Indian Ocean. (Zheng et al., 2010) show that the global increase in atmospheric dry static stability weakens atmospheric response to zonal SST gradient, countering the enhanced thermocline feedback. On balance, IOD amplitude in SST does not change much in global warming simulations, suggesting that the recent intensification of IOD activity is part of natural variability. This is consistent with a decrease in thermocline variability associated with IOD (Figure 14.17b).

One important property of IOD does change in global warming. IOD in the current climate is strongly skewed, with cold events off Indonesia much stronger than warm ones. This skewness originates from a deep
thermocline in the equatorial Indian Ocean that is subcritical for thermocline/Bjerknes feedback. In global
warming, the shoaling thermocline weakens the asymmetry in thermocline feedback between cold and warm
events (Zheng et al., 2010) (Figure 14.17c). The strong skewness in the current climate and its projected
decline have important implications for IOD’s climatic influences. In current climate, climate anomalies are
pronounced only at the positive phase of IOD. They may become strong at the negative phase in a warmer
climate.
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Figure 14.17: Scatter plots comparing IOD properties in 22 CMIP5 models between the 20th century historical and
21st century RCP8.5 simulations: (a) standard deviation and skewness of the dipole mode index defined as the western
(50°E–70°E, 10°S–10°N) minus eastern (90°E–110°E, 10°S–0°) SST difference; and (b) SSH standard deviation in the
eastern equatorial Indian Ocean (90°E–110°E, 10°S–0°). September to November interannual anomalies are used. The
dot denotes the multi-model ensemble mean, and the error bar the standard deviation of inter-model variability.
Most models show little change in IOD variance but a decrease in both SSH variance and IOD skewness.

The change in the mean state of the tropical Indian Ocean is likely to feature an IOD-like pattern during July
to November, with reduced warming and suppressed rainfall in the eastern basin including Indonesia. Many
CMIP3 models project such a pattern in response to increased GHG, with support from limited observations
for the past six decades. Under global warming, the IOD mode of interannual variability is likely to remain
unchanged in amplitude despite a shoaling thermocline in the mean state of the eastern equatorial Indian
Ocean but the negative skew of SST variability off Sumatra is likely to weaken as a result of the mean
thermocline change. There are indications that in a warmer climate, the IOB mode persists longer following
the decay of an ENSO event, strengthening ENSO’s influence on summer rainfall and tropical cyclone
activity over the Northwest Pacific and East Asia. This IOB change is not reproducible among CMIP5
models, however.

14.3.4 Atlantic Ocean Modes

The Atlantic features a northward-displaced ITCZ, and a cold tongue that develops in boreal summer.
Climate models generally fail to simulate these characteristics of tropical Atlantic climate (Chapter 10). In
these models, a double ITCZ develops during boreal spring astride the equator, and zonal SST gradient on
the equator is often opposite to observations (Richter and Xie, 2008). These biases severely limit their skills
in simulating modes of climate variability and in projecting future climate change in the Atlantic sector.

14.3.4.1 Mean State

Over the past century, the Atlantic has experienced the most pronounced and persistent warming trend of all
the tropical oceans (Deser et al., 2010b; Tokinaga and Xie, 2011). The warming pattern, captured as the
leading mode of an empirical orthogonal function (EOF) analysis on the observed 20th Century SST (Figure
14.18), shows a clear hemispheric asymmetry with stronger warming trends in the tropical South than North
Atlantic, particularly in the east equatorial south Atlantic and off the coast of Angola. The pattern is a part of
the global warming EOF (Parker et al., 2007). The associated time variation, which displays a well-defined
warming trend superimposed on a multidecadal variation, is highly correlated with the globally averaged
SST (r = 0.89). The multidecadal variation, obtained by removing the linear trend, is statistically
significantly correlated with the monthly mean Atlantic Multidecadal Oscillation (AMO) index (r = 0.53)
(not shown). The warming has brought detectable changes in atmospheric circulation and rainfall pattern in
the region. In particular, the ITCZ has shifted southward and land precipitation has increased (decreased)
over the equatorial Amazon, equatorial West Africa, and along the Guinea coast (over the Sahel) (Deser et
al., 2010b; Tokinaga and Xie, 2011).
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Figure 14.18: The leading EOF (left) of a gridded observed monthly mean SST record from Hadley Centre sea ice and
SST version 1 (HadISST1) data set (Rayner et al., 2003), which explains 36% of the SST variance, and the associated
monthly mean time series (right) normalized by its maximum absolute value (blue) overlaid by the globally averaged
SST (red). The middle and bottom panel show the observed and modeled linear trend values for SST averaged in the
tropical Atlantic basin and for an interhemispheric SST index, respectively, in the 20th century simulation (cyan) and
the A1B simulation (magenta).
CMIP3 20th century climate simulations generally capture the warming trend of the basin-averaged SST over the tropical Atlantic. A majority of the models also seem to capture the secular trend in the tropical Atlantic SST interhemispheric gradient and, as a result, the southward shift of the Atlantic ITCZ over the past Century (Chang et al., 2011). However, none of the models reproduces the intense warming trend observed off the coast of Angola, and only a few models simulate the substantial warming trend in the east equatorial South Atlantic. Modelling studies show that the interhemispheric SST gradient is responsive to changes in the Atlantic Meridional Overturning Circulation (AMOC) (Chang et al., 2008; Cheng et al., 2007), and to anthropogenic aerosol cooling that is strong over the Northern Hemisphere (Biasutti and Giannini, 2006; Ming and Ramaswamy, 2009; Rotstayn and Lohmann, 2002; Williams et al., 2001).

CMIP3 model future climate projections under the A1B scenario show an accelerated SST warming over much of the tropical Atlantic. Projections of the interhemispheric SST gradient change within the basin, however, are not consistent among the models (Figure 14.18). Many models display little or no hemispheric asymmetry in the future SST warming trend (Figure 14.18), and show little change in the position of the ITCZ (Breugem et al., 2006). Interestingly, a few models that exhibit the largest displacement of the ITCZ project a northward shift of the ITCZ over the 21st century (Breugem et al., 2006), in contrast to the southward shift for the past decades. One explanation is that GHG increase dominates in the future over the anthropogenic aerosol effect, the latter possibly being responsible for the recent southward shift in the Atlantic ITCZ (Chang et al., 2011; Tokinaga and Xie, 2011).

### 14.3.4.2 Atlantic Meridional Mode

On decadal time scales, the interhemispheric SST variation emerges more clearly as a “dipole-like” pattern revealed by the 2nd EOF (Figure 14.19), referred to as the Atlantic meridional mode (AMM) (Chiang and Vimont, 2004; Servain et al., 1999; Xie and Carton, 2004). A thermodynamic feedback between surface winds, evaporation, and SST (WES; XIE and PHILANDER, 1994) is fundamental (Chang et al., 1997). Despite the importance of the local air-sea feedback, AMM variability is strongly influenced by other modes of climate variability, particularly El Niño/Southern Oscillation (ENSO) and the North Atlantic Oscillation (NAO) (Chang et al., 2006b) as the record warming of the tropical North Atlantic in 2009–2010 illustrates (Hu et al., 2011).

Not much research has been done on the long-term variation of the AMM. An examination of the time series associated with the 2nd SST EOF suggests that the AMM amplitude appeared to modulate over multidecadal time scales during the past Century. AMM activities were relatively strong in the early and late decades of the 20th century and weak in the mid-Century. Interestingly, this variation in AMM activity seems to coincide with the multidecadal modulation of ENSO in the tropical Pacific, raising the possibility that the two phenomena may be interrelated. Some recent studies suggest that the interhemispheric SST anomaly in the tropical Atlantic can alter ENSO strength in the tropical Pacific through an atmospheric bridge (Dong et al., 2006; Timmermann et al., 2007). The long-term variation of the AMM in the CMIP3 20th century climate simulations shows little consistency among the models. Only a few IPCC models capture the observed intensification of AMM variability during the late decades of the 20th century.

Many IPCC model simulations with the A1B emission scenario show only minor changes in the SST variance associated with the AMM, resulting in a negligible change in the multimodel mean variances. However, the few models that give the best AMM simulation over the 20th century project a weakening in future AMM activity (Breugem et al., 2006), possibly due to the northward shift of the ITCZ (Breugem et al., 2007). At present, model projections of future change in AMM activity is considered highly uncertain because of the poorly simulated Atlantic ITCZ by the models. In fact, uncertainty in projected changes in Atlantic meridional SST gradient has been identified as an important source of uncertainty for regional climate projection surrounding the tropical Atlantic Ocean (Good et al., 2008). Several physical factors are likely to affect the future state of the AMM. One is the position of the Atlantic ITCZ, which affects the strength and duration of WES feedback (Breugem et al., 2006; Breugem et al., 2007; Chang et al., 2006b), and thus AMM variability. Other factors include future changes in ENSO and the NAO, both exerting a substantial remote influence on the AMM. Understanding future changes in AMM bears important implications for extreme climate changes, such as hurricane, under global warming in the tropical Atlantic sector, as the AMM is tightly coupled with ITCZ and has a profound impact on the regional atmospheric circulation. Atlantic hurricane activity correlates highly to the AMM on both interannual and decadal time scales during the past Century. AMM activities were relatively strong in the early and late decades of the 20th century and weak in the mid-Century. Interestingly, this variation in AMM activity seems to coincide with the multidecadal modulation of ENSO in the tropical Pacific, raising the possibility that the two phenomena may be interrelated. Some recent studies suggest that the interhemispheric SST anomaly in the tropical Atlantic can alter ENSO strength in the tropical Pacific through an atmospheric bridge (Dong et al., 2006; Timmermann et al., 2007). The long-term variation of the AMM in the CMIP3 20th century climate simulations shows little consistency among the models. Only a few IPCC models capture the observed intensification of AMM variability during the late decades of the 20th century.
scales, and this AMM-hurricane relationship provides a dynamic framework for understanding the impact of climate variability/change on Atlantic hurricanes (Smirnov and Vimont, 2011; Vimont and Kossin, 2007).
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Figure 14.19: Same as Figure 14.18, except for the 2nd EOF (left), which explains 14% of the monthly mean SST variance. The associated time variation (blue in right panel) is overlaid by a detrended interhemispheric SST gradient index derived by differencing the SSTs averaged in the two boxes shown in the left panel. The two time series are correlated at $r = 0.86$. The yellow shade and black lines show the amplitude modulation of the PC time series using a 21-year moving window. Standard deviations of the observed and modeled March-April-May interhemispheric SST gradient time series are shown in the bottom panel for the 20th century simulation (cyan) and the A1B simulation (magenta), respectively.

14.3.4.3 Atlantic Niño

On interannual time scales, a phenomenon akin to ENSO occurs in the tropical Atlantic. This Atlantic Niño mode is captured by the 3rd EOF of the observed SST (Figure 14.20). It occurs more sporadically than ENSO and is typically phase-locked to boreal summer (ZEBIAK, 1993), although a secondary occurrence is noted in November to December (Okumura and Xie, 2006). Along the west coast of southern Africa, episodes of warm and cold SSTs, known as Benguela Niños and Niñas, occur irregularly during boreal spring, sometimes connected to equatorial Atlantic Niños (Luebbecke et al., 2010; Reason et al., 2006). Collectively, these interannual climate fluctuations in the tropical Atlantic have been shown to affect regional climate and marine ecosystem, including the West Africa Monsoon (Giannini et al., 2003; Vizy and Cook, 2002), rainfall in the coastal region (Rouault and Richard, 2003) and local fish populations (Boyer et al., 2001). Bjerknes feedback is considered important for energizing the Atlantic Niño mode (ZEBIAK, 1993) (CARTON and HUANG, 1994; Keenlyside and Latif, 2007) although quantifying it has been difficult because of the mode’s weak amplitude and sporadic nature (Chang et al., 2006a).

Although the above discussion about the AMM and Atlantic Niño is presented in terms of EOF decomposition, which may bear potential pitfall of over-interpretation of pure statistical analysis results, their existence has been independently confirmed by other statistical analyses, such as composite analysis (e.g., Chiang and Vimont, 2004 for AMM and Chang et al., 2006a for Atlantic Niño). Furthermore, a large body of theoretical, modelling and observational work shows that these modes are dynamically consistent with ocean-atmospheric feedbacks in the region.

The interannual component of Atlantic variability Niño has weakened by 40% in amplitude from 1960 to 1999, associated with a weakening in the equatorial cold tongue (Tokinaga and Xie, 2011). This weakened Atlantic Niño might be a response to the combined forcing of increased GHG and aerosols, but could also be due in part to natural variability. The equatorial Atlantic warming in the early 20th century did not produce a decrease in Atlantic Niño variability while the peak of Atlantic Niño activity in 1960s (Figure 14.20) does not seem to be fully explained by the anthropogenic forcing. CMIP3 models generally fail to simulate the recent decline in Atlantic Niño variability.

Majority of the models forced with the A1B emission scenario project no major change in Atlantic Niño activity in the 21st century with the exception of a couple of models that project a sizable decrease in future Atlantic Niño activity. But because the Atlantic Niño mode is so poorly simulated by the models, there is little confidence in their projection of future Atlantic Niño activity (Breugem et al., 2006). In the absence of reliable model projection, several factors are identified that could have a major influence on future change in Atlantic Niño variability. First, the equatorial thermocline and the SST distribution along the equator are fundamentally important for the Bjerknes feedback. Any long-term changes in the upper ocean thermal structure can cause changes in Atlantic Niño activity. Second, remote influence of ENSO can trigger Atlantic Niño with the help of local Bjerknes feedback mechanism (Chang et al., 2006a; Latif and Grotzner, 2000). Third, modelling studies show that a weakening in the AMOC may result in a weaker upper ocean stratification in the eastern equatorial Atlantic Ocean, which in turn leads to a weakened annual cycle and Atlantic Niño activity (Chang et al., 2008). Last but not least, sulphate aerosol forcing in concert with other GHG forcing may impact both the mean climate and Atlantic Niño. It remains to be seen whether the reduced effect of aerosol-induced cooling in the future will cause a rebound in Atlantic Niño activity, as hypothesized by (Tokinaga and Xie, 2011).
Figure 14.20: Same as Figure 14.18, except for the 3rd EOF (upper left), which explains 9% of the monthly mean SST variance. The associated time series (blue in upper right panel) is overlaid by a detrended Atl-3 index derived by averaging the monthly mean SST in the box shown in the left panel. The two time series are correlated at \( r = 0.5 \). The yellow shade and black lines show the amplitude modulation of the Atl-3 index using a 21-year moving window. Standard deviations of the observed and modeled September-October-November detrended Atl-3 SST time series are shown in the bottom panel for the 20th century simulation (cyan) and the A1B simulation (magenta).

The observed SST warming in the tropical Atlantic represents a reduction in spatial variations in climatology: the warming is weaker north than south of the equator; and the equatorial cold tongue weakens both in the mean and interannual variability. The confidence of the projections over the tropical Atlantic—both for the mean and interannual modes—is low because of large errors in model simulations of current climate.

### 14.3.5 Assessment Summary

There is low to medium confidence that an increase in precipitation along the ITCZ and a decrease in precipitation in the subtropics are likely in the future. There is medium confidence in assessing that the frequency of zonally-oriented SPCZ events is likely to increase, with the SPCZ lying well to the northeast of its average position during those events. The mechanism appears to be associated with a reduction in near-Equatorial meridional SST gradient, a consistent feature of modelled SST response to anthropogenic forcing.

There is low to medium confidence that rainfall change over tropical oceans is likely to follow a ‘warmer-get-wetter’ pattern, increasing where the SST warming exceeds the tropical mean and vice versa. There is medium confidence that SACZ is likely to shift southwards, leading to an increase in precipitation over southeastern South America. A reduction of precipitation associated with the SACZ, or southward shifting of the precipitation band in future projections is likely.

There is medium to high confidence that the tropical Indian Ocean is likely to feature a zonal pattern with reduced (enhanced) warming and decreased (increased) rainfall in the east (west), a pattern especially pronounced during August to November. There is high confidence that the Indian Ocean dipole mode will likely remain active, with interannual variability unchanged in SST but decreasing in thermocline depth resulting in the reduction of negative skew of SST variability off Sumatra. There is low confidence that in a warmer climate, the IOB mode persists longer following the decay of an ENSO event, strengthening ENSO’s influence on summer rainfall and tropical cyclone activity over the Northwest Pacific and East Asia.

The observed SST warming in the tropical Atlantic represents a reduction in spatial variation in climatology: the warming is weaker in north compared to south of the equator; and the equatorial cold tongue weakens both in the mean and interannual variability. There is low confidence in assessing that the Indian Ocean dipole mode will likely remain active, with interannual variability unchanged in SST but decreasing in thermocline depth resulting in the reduction of negative skew of SST variability off Sumatra. There is low confidence that in a warmer climate, the IOB mode persists longer following the decay of an ENSO event, strengthening ENSO’s influence on summer rainfall and tropical cyclone activity over the Northwest Pacific and East Asia.

There is low confidence in assessing the future changes in MJO due to the poor skill in simulating MJO and its sensitivity to SST warming patterns that are subject to large uncertainties in their future projection.

### 14.4 El Niño Southern Oscillation

The El Niño-Southern Oscillation (ENSO) is a coupled ocean-atmosphere phenomenon naturally occurring at the inter-annual time scale. El Niño involves abnormal warming of tropical eastern-to-central Pacific sea surface temperature (SST) usually peaking at the end of the calendar year, which leads to a weakening of zonal SST contrast between the tropical western Pacific ‘warm pool’ and the tropical eastern Pacific ‘cold tongue’ (Figure 14.21). It is closely linked to its atmospheric counterpart, the Southern Oscillation, s surface pressure seesaw between Darwin and Tahiti or more comprehensively the equatorial zonal-overturning called the ‘Walker circulation’. El Niño and Southern Oscillation are two different aspects of the same phenomenon and are caused by a positive feedback between the atmosphere and the tropical Pacific Ocean referred to as Bjerknes feedback (Bjerknes, 1966; Bjerknes, 1969). The opposite phase to El Niño, when the eastern equatorial Pacific cools, has been named La Niña.
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Figure 14.21: Idealized schematic showing atmospheric and oceanic conditions of the tropical Pacific region and their interactions during normal conditions, El Niño conditions, and in a warmer world. a, Mean climate conditions in the tropical Pacific, indicating SSTs, surface wind stress and associated Walker circulation, the mean position of convection, and the mean upwelling and position of the thermocline. b, Typical conditions during an El Niño event. SSTs are anomalously warm in the east; convection moves into the central Pacific; the trade winds weaken in the east and the Walker circulation is disrupted; the thermocline flattens and the upwelling is reduced. c, The likely mean conditions under climate change derived from observations, theory and CGCMs. The trade winds weaken; the thermocline flattens and shoals; the upwelling is reduced although the mean vertical temperature gradient is increased; and SSTs (shown as anomalies with respect to the mean tropical-wide warming) increase more on the equator than off. Diagrams with absolute SST fields are shown on the left, diagrams with SST anomalies are shown on the right. For the climate change fields, anomalies are expressed with respect to the basin average temperature change so that blue colors indicate a warming smaller than the basin mean, not a cooling (Collins et al., 2010).

14.4.1 Tropical Pacific Mean State

Patterns of tropical Pacific SST change under global warming are uncertain. The tropical Pacific west-east SST contrast apparently strengthened during the 20th century, possibly as a result of the ‘ocean dynamic thermostat’, as upwelling/cooling of surface waters in the eastern Pacific overcompensates against increased surface radiative warming (Cane et al., 1997; Clement et al., 1996; Seager and Murtugudde, 1997). This change was observed in many gridded data sets (An et al., 2011; Cane et al., 1997; Hansen et al., 2006; Karinauskas et al., 2009) and was simulated by most CMIP3 models (An et al., 2011). However, raw SST data without interpolation or bias-correction showed the opposite result of a decreases east-west SST contrast (Deser et al., 2010b; Tokinaga et al., 2012). Therefore, estimated trends of zonal SST gradient depend on the data used and the period chosen, even during the most recent few decades, because of observational uncertainties associated with limited data sampling, changing measurement techniques, and analysis procedures (Section 2.6.8). Nevertheless, a warming of the western tropical Pacific, up to 0.75°C per 50 years, and the expansion of warm pool are in agreement across many studies (Cane et al., 1997; Cravatte et al., 2009; Curtis and Hastenrath, 1999; Huang and Liu, 2001; Knutson and Manabe, 1998; Latif et al., 1997; Lau and Weng, 1999; Liu and Huang, 2000), while the warming over the eastern tropical Pacific for the last century is proposed as ENSO-related trend (Compo and Sardeshmukh, 2010; Wang and Lee, 2008). The tropical Pacific mean response to global warming has been suggested to be neither El Niño-like nor La Niña-like (Collins et al., 2010; DiNezio et al., 2009; Tung and Zhou, 2010) since the mechanisms for these changes are different from that of ENSO events – the Bjerknes feedback (Figure 14.1).

Apart from changes in the zonal SST gradient, the ocean surface warms more near the equator than in the subtropics in CMIP3 and CMIP5 projections (Gastineau and Soden, 2009; Liu et al., 2005) because of the difference in evaporative cooling (Xie et al., 2010b). Other oceanic changes include a basin-wide thermocline shoaling (Collins et al., 2010; DiNezio et al., 2009; Vecchi and Soden, 2007b), a weakening of the surface current, and a slight upward shift of the equatorial undercurrent (Luo and Rothstein, 2011). A weakening of tropical atmosphere circulation during the twentieth Century has been documented in observational and reanalysis data (Bunge and Clarke, 2009; Karinauskas et al., 2009; Tokinaga et al., 2012; Vecchi and Soden, 2007b; Vecchi et al., 2006; Yu and Zwiers, 2010; Zhang and Song, 2006) and in CMIP3 (Gastineau and Soden, 2009; Vecchi and Soden, 2007b). However, apart from the long-term trends, the intensification of tropical atmosphere circulation during the recent 2-3 decades was reported in several observational and reanalysis data (Li and Ren, 2011; Liu and Curry, 2006; Mitas and Clement, 2005; Mitas and Clement, 2006; Sohn and Park, 2010; Zahn and Allan, 2011; Zhang et al., 2011a).

14.4.2 Variance Changes over the Recent Decades and Future

The amplitude modulation of El Niño at longer timescales has been observed in reconstructed instrumental records (An and Wang, 2000; Gu and Philander, 1995; Mitchell and Wallace, 1996; Power et al., 1999a; Power and Smith, 2007; Wang, 1995; Wang and Wang, 1996; Yeh and Kirtman, 2005) and in various proxy records (Braganza et al., 2009; Cobb et al., 2003; Li et al., 2011d; Yan et al., 2011), and was also simulated by CGCMs (Lau et al., 2008; Wittenberg, 2009). The modulation was believed to relate to changes in mean climate conditions of the tropical Pacific (An and Wang, 2000; Fedorov and Philander, 2000; Li et al., 2011d; Wang and An, 2001; Wang and An, 2002), which indeed occurred between the pre-1980s and the post-1980s (An and Jin, 2000; An and Wang, 2000; Fedorov and Philander, 2000; Kim and An, 2011). An increasing trend in ENSO amplitude was also observed during the past Century (Li et al., 2011d), possibly
caused by global warming (Kim and An, 2011; Zhang et al., 2008a) although other reconstructions in this
data-sparse region dispute that trend (Giese and Ray, 2011).

However, long-term CGCM simulations demonstrated that the decadal and even centennial timescale
modulations of ENSO could be generated without invoking change in any external forcing (Wittenberg,
2009; Yeh et al., 2011). The modulation could result from nonlinear processes in the tropical climate system
(Timmermann et al., 2003) or the interactive feedback between the mean climate state and ENSO (Choi et
al., 2011; Choi et al., 2012; Choi et al., 2009b; Ye and Hsieh, 2008), or from truly random changes in ENSO
activity from decade to decade linked to chaotic variability in the atmosphere (Power and Colman, 2006;
Power et al., 2006). Thus, it is uncertain whether the decadal modulation of ENSO properties (amplitude,
frequency, location of maximum loading, propagation, etc.) that occurred during recent decades is related to
anthropogenic effects or to natural variability. Furthermore, because the change in tropical mean conditions
under global warming is quite uncertain even over the past few decades (see Sections 14.4.1 and 14.4.5), it is
hard to say whether ENSO will intensify, weaken, or remain unchanged in future (Hu et al., 2012a; Solomon
and Newman, 2011) (Vecchi and Wittenberg, 2010). It is virtually certainly however that ENSO will not
disappear in future (Collins et al., 2010).
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Figure 14.22: Intensities of El Niño and La Niña events in the eastern equatorial Pacific (Niño3 region; upper) and in
the central equatorial Pacific (Niño4 region; lower) the estimated linear trends, obtained from ERSST and HadISST
(upper). Red and blue lines from ERSST, and dark red and dark blue lines from HadISST. EP and CP events are
selected based on B case of Table 14.1.

The multi-model mean obtained from seven CMIP5 models that are best at simulating strong El Niño events
shows a gradual increase of the intensity of the central Pacific El Niño (see Section 14.4.4) through pre-
historical, industrial, and RCP simulations (Kim and Yu, 2012). CMIP3 models also suggested a westward
shift of the strongest SST variability in their future projections (Boer, 2009; Yeh et al., 2009b). However,
modelled future changes in the variability of El Niño in CMIP5 models (Figure 14.23) is model-
scenario-dependent (Guilyardi et al., 2012; Kim and Yu, 2012; Stevenson et al., 2012), and thus 21st century
change to El Niño amplitude based on the multi-model mean is statistically insignificant (Stevenson, 2012).
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Figure 14.23: Sea surface temperature anomalies and anomalous surface wind vectors on January 1998 and January
2010. Former and latter events are one of the biggest Eastern Pacific El Nino and Central Pacific El Nino in 20th
century, respectively. Contour intervals are 0.5 degrees. Courtesy of TOGA TAO.

14.4.3 Teleconnections

ENSO events influence severe weather, ecosystems, agriculture, freshwater supplies, and tropical cyclone
activity worldwide. The ENSO signal travels all over the globe through atmospheric waves, and this is called
the ‘atmospheric ENSO teleconnection’. The global teleconnection pattern of ENSO depends on the heating
sources associated with the location and amplitude of SST anomalies, and the atmospheric wave pathway
that is influenced by the background atmospheric circulation (HOREL and WALLACE, 1981). The wave
paths associated with ENSO are not limited to the troposphere but expand into the lower stratosphere, even
to the Arctic region, where a warming and weakening polar vortex is recorded during an El Niño year, and
even more strongly the following year (Bell et al., 2009; Cagnazzo and Manzini, 2009; Li and Lau, 2012b;
Randel et al., 2009; Ren et al., 2012).

Scenario projections in CMIP3 and CMIP5 showed a systematic eastward shift in both El Niño and La Niña-
induced teleconnection patterns over the extratropical Northern Hemisphere (Meehl and Teng, 2007; Meehl
et al., 2007b; Stevenson et al., 2012), which might be due to the eastward migration of tropical convection
centres associated with the expansion of the warm pool under global warming (Cravatte et al., 2009; Kug et
al., 2010a; Müller and Roeckner, 2008; Muller and Roeckner, 2006) or a shift in the mid-latitude mean
circulation (Meehl and Teng, 2007). Furthermore, some models produced an intensified ENSO pattern over
the North Atlantic region in a warmer climate (Bulic et al., 2012; Müller and Roeckner, 2008) while
weakening the ENSO teleconnection pattern over the North Pacific (Stevenson, 2012). It is unclear whether
the eastward shift of tropical convection is related to longitudinal shifts in El Niño maximum SST anomaly
(see 14.4.4). Nevertheless, some CGCMs, which do not simulate more central Pacific warming events (see
14.4.4 Different Flavours of El Niño

Beyond the classical view of the El Niño pattern, another structure of anomalous warm SST, i.e., the warming in the equatorial central Pacific (CP) sandwiched by anomalous cooling to the east and west (hereafter referred to as CP El Niño) (Figure 14.24) (Larkin and Harrison, 2005; Trenberth and Teponiak, 2001), has been frequently observed in the tropical Pacific since the 1990s (Ashok et al., 2007; Kao and Yu, 2009; Kug et al., 2009; Yeh et al., 2009b) (also see Sections 2.6.8, 9.5.3.4.1, 14.4.3) (Table 14.1). CP El Niño shows no basin-wide features or distinct propagation of SST anomalies and it occurs rather episodically in comparison with the conventional El Niño (Yu et al., 2010b). Many indices of CP El Niño have been proposed, but no clear and agreed definition has yet emerged to identify both CP El Niño and conventional El Niño (see Table 14.1). Furthermore, several studies using other classification methods do not find such a distinction between CP and ‘conventional’ El Niño events (Lian and Chen, 2012; Newman et al., 2011) (Lian and Chen; Lian and Chen, 2012; Newman et al., 2011), seeing changes in the location of El Niño from the western to the eastern Pacific as part of a random distribution (Giese and Ray, 2011). Hence, CP El Niño and conventional El Niño may not be different phenomena but rather a nonlinear evolution of the ENSO phenomenon (Takahashi et al., 2011). A debate remains as to whether the CP El Niño is intrinsically different to the conventional El Niño or if every event is a varying mix of these two patterns.

Table 14.1: Lists of years for Eastern Pacific and Central Pacific El Niño events.

The global impacts of central Pacific warming (CP El Niño) are different to those of the eastern Pacific warming (conventional El Niño) (Ashok et al., 2007; Hu et al., 2012b; Kao and Yu, 2009), including monsoonal rainfall over China and Korea (Feng and Li, 2011; Feng et al., 2010; Kim et al., 2012) and over Australia (Ashok et al., 2007; Taschetto and England, 2009; Taschetto et al., 2009; Wang and Hendon, 2007), United States air temperature and rainfall (Mo, 2010), winter temperature over the North Atlantic and Eurasian regions (Graf and Zanchettin, 2012), typhoon activity in the western North Pacific (Guanghua and Chi-Yung, 2010; Hong et al., 2011; Kim et al., 2011b), and the warming in western Antarctica (Ding et al., 2011; Lee et al., 2010b). The influence of CP El Niño on Atlantic hurricanes may also be different from the conventional El Niño (Kim et al., 2009), but it has been shown that the anomalous atmospheric circulation in the hurricane main development region during CP El Niño is similar to that during conventional El Niño (Lee et al., 2010a).

Changes in the impacts from conventional El Niño to CP El Niño are possibly due to the change in the location of tropical atmospheric heating source (Hoerling et al., 1997; Kug et al., 2010a). For example, conventional El Niño leads to the Pacific North American (PNA)-like atmospheric pattern along with changes in the Aleutian low strength (Müller and Roeckner, 2008), while CP El Niño is more linked to the atmospheric variability over the North Pacific such as the North Pacific Oscillation (NPO), which represents a meridional shift of the Aleutian low pressure centre (Di Lorenzo et al., 2010).

Some studies argue that more frequent occurrence of CP El Niño events during recent decades is related to the changes in the tropical Pacific mean state in response to increased greenhouse gas forcing (Yeh et al., 2009a). In particular, a flattening of thermocline depth in the equatorial Pacific and a weakened Walker circulation under global warming modulate the relative importance of feedback processes associated with El Niño dynamics (Yeh et al., 2009a). A heat budget analysis in the ocean mixed layer reveals that zonal advection is a major dynamical feedback process in developing of CP El Niño and the anomalous surface
heat flux in the decaying of CP El Niño (Kug et al., 2010b; Yu et al., 2010b). On the other hand, other studies (Lee and McPhaden, 2010; McPhaden et al., 2011) further showed that the future climate condition change associated with the increased occurrence of CP El Niño is not consistent with the observed climate condition that leads to more frequent occurrence of CP El Niño. Thus, whether the mean climate state change leads to more frequent emergence of CP El Niño or the other way around is not yet known. The increase in the frequency of CP El Niño during recent decades may be a manifestation of natural climate variability (Na et al., 2011; Yeh et al., 2011).

14.4.5 Sources of Uncertainty in ENSO Projections

The future of ENSO remains uncertain for several reasons: (1) the past behaviour and sensitivities of ENSO are poorly known; (2) ENSO is difficult to simulate in comprehensive GCMs (see Section 9.5.3.4.1); (3) ENSO may be subject to spontaneous random fluctuations on decadal-to-centennial timescales; (4) the future of the tropical Pacific mean state is uncertain; and (5) sensitivities of ENSO to changes in mean state are uncertain.

Improvements in ENSO simulations and projections have been hindered by uncertainties in the past behaviour of ENSO (see Section 9.5.3.4.1). Past behaviour must be inferred from short and incomplete instrumental records of tropical Pacific climate, along with indirect records from paleo proxies like corals, tree rings, lake sediments, and ice cores from tropical mountain glaciers (Vecchi and Wittenberg, 2010). Attempts to reconstruct past ENSO behaviour, using model assimilation of historical data (Giese and Ray, 2011) and paleo proxies over the past millennium (Li et al., 2011d), have met with mixed success. Although instrumental SST records for the tropical Pacific are available back to the 1850s, observations of the crucial coupled air-sea feedbacks that control ENSO behaviour -- including subsurface temperature and current fluctuations, and air-sea exchanges of heat, momentum, and water -- are available only after the advent of widespread buoy, ship, and satellite observations of the tropical Pacific in the late 1970s. Thus historical variations in ENSO feedback strengths and patterns remain highly uncertain (Chen, 2003; Wittenberg, 2004). In addition, paleo proxies of ENSO must be calibrated using the uncertain instrumental reconstructions, which imparts downstream uncertainties in paleo reconstructions.

Even if the global mean state could be projected perfectly into the future, there would remain uncertainties in the projection of ENSO behaviour, due to the intrinsic modulation of ENSO. The modulation arises from both nonlinearities in ENSO feedbacks and stochastic driving by near-equatorial winds, and has been documented in observations (An and Wang, 2000) and in GCMs (Stevenson et al., 2012; Wittenberg, 2009). In particular, (Wittenberg, 2009) showed that an unforced pre-industrial GCM simulation can spontaneously generate epochs of extreme ENSO behaviour lasting decades or even centuries, many of which mimic the 150 year observational record (Figure 14.25). Thus it is possible that (1) historically observed variations in ENSO behaviour might have been dominated by intrinsic modulation, and (2) the historical record might not have covered the full repertoire of ENSO behaviour, leaving open the possibility that ENSO could exhibit new behaviour in the future even without responding to changes in external forcings.

[INSERT FIGURE 14.25 HERE]

Figure 14.25: Standard deviation of Niño3 (upper) and Niño4 (lower) SST anomalies for CMIP5 model experiments. Blue bars, pre-industrial control experiments, dark red bars, last half of 21 century from the RCP4.5 experiments, yellow green bars, last half of 21 century from RCP8.5 experiments. Calculations are performed for the models indicated on the x-axis, and the linear trend has been removed in RCP4.5 and RCP8.5. The black ‘error bar’ indicates the minimum and maximum of 50-year windowed standard deviation of Niño index anomalies computed from the pre-industrial control experiments.

As described in Section 14.4.1, both the past and future changes in tropical Pacific mean state are uncertain, due to short and intermittent historical records and a wide diversity of model simulations and projections. Given that ENSO feedbacks depend strongly on the background mean state of the tropical Pacific, uncertainties in the projected mean state—whether due to scenario uncertainty, model uncertainty, or intrinsic changes in the mean state—contribute directly to uncertainties in future projections of ENSO.

Studies have shown that ENSO has a complex, nonlinear, coupled relationship with changes in the Pacific mean state (Fedorov et al., 2003; Fedorov and Philander, 2001; Rodgers et al., 2004; Sun, 2003; Sun and Zhang, 2006; Sun and Liu, 1996), and that even in the absence of changes in ENSO, mean state changes can
alter the remote teleconnections and impacts of ENSO (Meehl et al., 2006). Projections of future ENSO
behaviour depend on competing changes in feedbacks, whereby increased wind-SST coupling, and zonal
temperature gradients act to amplify ENSO, while decreased upwelling and increased surface heat flux
damping of SST anomalies act to diminish ENSO (Philip and Van Oldenborgh, 2006; Vecchi and
Wittenberg, 2010). Due to these competing changes in feedbacks, the ENSO response to future climate
changes can depend sensitively on the dynamical regime of the model remains quite diverse in CMIP3 and
CMIP5. However, the competition of feedback changes, while contributing to model diversity, may also
reduce the total sensitivity of ENSO to mean state changes (DiNezio et al., 2012). This may explain why
none of the SRES.A2 projections in CMIP3 exhibited more than a 40% change in ENSO amplitude by 2075
(van Oldenborgh et al., 2005).

14.4.6 Assessment summary

ENSO shows considerable inter-decadal modulations in amplitude and spatial pattern on the instrumental
record. Because models with constant radiative forcing display similar modulations, it is not possible to
attribute the observed change to external forcing.

There is high confidence that

- It is very likely that ENSO will remain the dominant mode of interannual variability in future.
  However natural modulations of variance and spatial pattern of ENSO are so large that it is not
  possible to tell with confidence if the projected change in the 21st century is due to human-induced
  changes in atmospheric composition
- Based on model projections, it is likely there will be a systematic eastward shift in both El Niño and
  La Niña-induced teleconnection patterns over the extratropical Northern Hemisphere.

There is medium confidence that

- The intensity of central Pacific warming (CP El Niño) is likely to increase with increased
greenhouse warming.

[START BOX 14.2 HERE]

Box 14.2: Tropical Cyclones

The potential for regional changes in future tropical cyclone frequency, track and intensity is of great
interest, not just because of the associated risk of damage and loss of life, but also because tropical cyclones
can play a major role in maintaining regional water resources (Jiang and Zipser, 2010; Lam et al., 2012). Past
and projected increases in exposure to tropical cyclones in many regions (Peduzzi et al., 2012) heightens the
interest further. Detection of past trends in various measures of tropical cyclone activity is constrained by the
quality of the historical data records and uncertain quantification of natural variability in these measures
(Knutson et al., 2010; Seneviratne et al., 2012), (see also Chapters 2 and 10). Consideration of global trends
as well as trends in specific regions is further complicated by substantial regional differences in data quality,
collection protocols, and record length (Knapp and Kruk, 2010; Song et al., 2010). Annual-mean global
tropical cyclone frequency since 1980 (within the modern geostationary satellite era) has remained roughly
steady at about 90 per year, with a standard deviation of about 10% (9 storms). Standard deviations of annual
frequency in individual ocean basins, however, can be greater than 40% of the means in those basins, which
reduces the signal-to-noise ratio and introduces substantial uncertainty into regional tropical cyclone
frequency trend detection.

Attempts to detect trends in even smaller intra-basin regions such as those defined by islands or archipelagos
are further constrained by the reduced data sample size associated with finely subdividing the global data.
Intra-basin regional trend detection is also substantially challenged by variability in tropical cyclone tracks
(Kossin and Camargo, 2009). This variability is driven largely by random fluctuations in atmospheric
steering currents, but also is observed across a broad range of time-scales in response to more systematic
modes of climate variability such as the El Niño – Southern Oscillation (ENSO), Pacific Decadal Oscillation,
North Atlantic Oscillation, Atlantic Meridional Mode, and Madden-Julian Oscillation (Camargo et al., 2008;
Camargo et al., 2007; Chand and Walsh, 2009; Chu et al., 2012; Ho et al., 2004; Kossin et al., 2010; Tu et
al., 2009; Wang et al., 2010a; Wu et al., 2005). Even modest tropical cyclone track variability can lead to
large differences in associated impacts at a specific location. For example, small islands can be affected by multiple tropical cyclones in one season (e.g., the Philippines in 2009) and then remain largely unaffected for multiple subsequent years even while the total number of storms in the larger, but immediate surrounding region exhibits normal variability. This type of “temporal clustering” can occur randomly or via systematic modulation by climate variability, and can also strongly affect the impact of tropical cyclones on ecosystems such as coral reefs (Mumby et al., 2011). The combination of data issues (quality and sample size), signal-to-noise issues, and the natural variability of tropical cyclone tracks introduce substantial uncertainties into detection-attribute studies as well as disaster and mitigation planning aimed at specific intra-basin regions. Furthermore, while theoretical arguments have been put forward linking tropical cyclone intensity and genesis with anthropogenic climate change (Emanuel, 1987; Rappin et al., 2010), there is little theoretical guidance available to help elucidate the relationships between climate and tropical cyclone track variability.

Regional analyses of Century-scale variability and trends of various measures of tropical cyclone activity provide mixed results from which robust conclusions are difficult to establish (also see Chapter 2). Regional trends in tropical cyclone frequency have been identified in the North Atlantic, with storm frequency increasing sharply over the past 20-30 years. Over longer time-periods, especially since the late 19th Century, the fidelity of the reported trends is debated (Holland and Webster, 2007; Landsea, 2007; Mann et al., 2007a). Different methods for estimating undercounts in the earlier part of the North Atlantic tropical cyclone record provide mixed conclusions (Chang and Guo, 2007; Kunkel et al., 2008; Mann et al., 2007b; Vecchi and Knutson, 2011; Vecchi and Knutson, 2008). Trends in cyclone frequency have also been identified over the past 50-60 years in the North Indian Ocean and may be due to changes in the strength of the tropical easterly jet (Krishna, 2009; Rao et al., 2008) but again uncertainties in the regional tropical cyclone data quality substantially limit reliability, particularly when attempting to detect Century-scale trends (Mohapatra et al., 2011). Furthermore, metrics based solely on storm frequency can be strongly influenced by weak and/or short-lived storms (Landsea et al., 2010), which are arguably of much lesser physical relevance than stronger and/or longer-lived storms. This limits the usefulness of such metrics that do not take storm intensity or duration into account. Regional trends in the frequency of very intense tropical cyclones can be identified in the historical data over the past 30–40 years (Webster et al., 2005), although confidence in the amplitude of these trends is compromised by data homogeneity uncertainties (Kossin et al., 2007; Landsea et al., 2006). There has been a sharp increase in annual tropical cyclone power dissipation (which represents an amalgamation of frequency, intensity, and storm duration) in the Atlantic since 1970 (Emanuel, 2005), but longer-term trends are more uncertain because of data heterogeneities, particularly in the records of storm intensity (Hagen and Landsea, 2012; Hagen et al., 2012; Landsea et al., 2012). Upward regional and global trends in the intensity of the strongest storms have been identified in a more homogeneous data record by Elsner et al. (2008), but their analysis was necessarily limited to the modern geostationary satellite period and only spans about 30 years. Increasing trends in the frequency of landfalling tropical cyclones have not been identified in any region (Chang and Xu, 2009; Kubota and Chan, 2009; Wang and Lee, 2008; Weinkle et al., 2012) although Callaghan and Power (2010) identified a statistically significant downward trend in the number of severe tropical cyclones making landfall over north-eastern Australia since the late 19th century. Measurements of tropical cyclone landfall frequency are generally considered to be more reliable than those of storms that remain at sea throughout their lifetimes, particularly in the earlier parts of the historical records. But as described above, confining storm counts to any pre-defined region cannot discriminate between basin-wide frequency variability and track variability, and it remains uncertain whether the trend reported by Callaghan and Power (2010) is driven by natural processes or whether some part is driven by global warming. When data uncertainties due to past changes in observing capabilities are taken into account, confidence in the fidelity of any reported basin-wide trends in tropical cyclone activity on time-scales longer than about 50 years is substantially compromised. Shorter term increases, such as observed in the Atlantic since 1970, appear to be robust (Kossin et al., 2007), and have been hypothesised to be related, in part, to regional external forcing by greenhouse gasses and aerosols (discussed below), but the more steady century-scale trends that may be expected from CO₂ forcing are much more difficult to assess given the data uncertainty in the available tropical cyclone records. This presents a confounding factor to formal detection of trends that may be attributed to anthropogenic effects because the expected natural variability on multi-decadal time-scales is not yet well quantified in the various regions.

While there is evidence that sea surface temperature (SST) in the tropics has increased due to increasing greenhouse gasses (Gillett et al., 2008; Karoly and Wu, 2005; Knutson et al., 2006; Santer et al., 2006) and there is a theoretical expectation that increases in potential intensity will lead to stronger tropical cyclones
(Elsner et al., 2008; Emanuel, 2000; Wing et al., 2007), the relationship between SST and potential intensity under CO$_2$ warming has not yet been fully elucidated (see also Chapter 10). Potential intensity describes the theoretical limit to how strong a tropical cyclone can become based on the three-dimensional thermodynamic environment that the storm moves through (Emanuel, 1987). Observations demonstrate a strong positive correlation between SST and potential intensity, but it is known that this relationship is not unique. For example, raising SST by reducing surface wind speed produces a much more rapid increase in potential intensity with SST than does raising it by increasing CO$_2$ because other factors that control potential intensity will vary differently according to each process (Emanuel et al., 2012). Similarly, vertical wind shear, which affects tropical cyclone genesis and intensification, is apparently modulated differently by internal variability versus external radiative forcing of regional SST (e.g., Zhang and Delworth 2009).

While it is generally agreed that regional projections of SST by themselves are not a useful proxy for future tropical cyclone potential intensity, there is a growing body of research since the IPCC Fourth Assessment Report suggesting that the difference between regional SST and spatially averaged SST in the tropics can serve as a useful proxy for regional potential intensity (Camargo et al., 2012; Ramsay and Sobel, 2011; Vecchi and Soden, 2007a; Xie et al., 2010b). The hypothesis is largely phenomenological and based on observed correlation, but has some physical basis in the theory that upper-tropospheric temperatures are sensitive to mean tropical SST (Sobel et al., 2002), while regional lower-tropospheric temperatures are more sensitive to local SST. This combination of factors affects regional lapse rates, which in turn affects potential intensity. In this case, localized SST changes are hypothesized to be more effective at altering potential intensity than a more globally uniform tropical SST change (e.g., as would be expected from forcing by well-mixed greenhouse gases) of the same magnitude. Since projections of 21st century tropical SST change tend to show relative SST changes (i.e., regional average changes relative to the tropical mean) that can be quite different from the absolute SST warming in regions where storms form and track (Vecchi and Soden, 2007a), this recent research suggests that increasing SST due to greenhouse warming, by itself, does not yet have a fully reconciled physical link to increasingly strong tropical cyclones. However, it has been argued (Emanuel 2010; Emanuel et al. 2012) that the physical link between relative SST and potential intensity is only valid on time-scales shorter than about two years. On longer time-scales, which allow the ocean mixed layer to equilibrate to surface forcing, Emanuel et al. (2012) argue that potential intensity is mostly controlled by local surface radiative balance and ocean heat flux convergence and in general, SST cannot be considered an external control on potential intensity, but merely a co-factor. By this argument (and the assumptions that it is based on), projections of SST by themselves, whether absolute SST or relative SST, cannot uniquely determine future potential intensity changes, and hence they cannot uniquely determine future tropical cyclone changes. Still, the studies of Camargo et al. (2012), Ramsay and Sobel (2011), Vecchi and Soden (2007a), Xie et al. (2010b), and others have demonstrated that the correlation between relative SST and potential intensity is in fact consistently evident on multi-decadal and longer time-scales. Thus, while the presumptive theoretical arguments of Emanuel (2010) and Emanuel et al. (2012) suggest that there is no reason to expect such a relationship (and therefore there is no physical justification for using 21st century relative SST projections to statistically infer future potential intensity), both data and model projections support the existence of a useful relationship between relative SST and potential intensity on decadal and longer timescales. While the balance of relevant literature supports the hypothesis that long-term relative SST projections can serve as a useful proxy for future tropical cyclone potential intensity, this remains an active area of research (and debate) without a clear consensus yet.

The distinction between the competing hypotheses described above is a critical one because while tropical SST is expected to continue to increase under global warming, there is much more uncertainty in how regional SST is expected to change relative to the tropical mean (Vecchi et al., 2008; Villarini et al., 2011). In general, future relative SST changes forced by increasing well-mixed greenhouse gas in the tropics are not expected to be large (Vecchi and Soden, 2007a) and thus if relative SST is a useful proxy for potential intensity, there would not be an expectation for large increases in future tropical cyclone intensity (Vecchi et al., 2008). The results of Emanuel (2010) and Emanuel et al. (2012) do not provide alternative projections of potential intensity, but only state that they are not constrained by any measure of future SST alone. As an example of the ramifications of the differences, the present 20-30 year period of heightened tropical cyclone activity in the North Atlantic, concurrent with comparative recent quiescence in most other ocean basins (Maue, 2011), is apparently related to differences in the rate of SST increases, as global tropical SST has been rising steadily but at a slower rate than the Atlantic (Holland and Webster, 2007). The present period of relatively enhanced warming in the tropical North Atlantic has been proposed to be due to internal variability...
(Camargo et al., 2012; Ting et al., 2009a; Zhang and Delworth, 2009), and both direct (dimming) and indirect (cloud-albedo) effects of radiative forcing by anthropogenic tropospheric aerosols (Booth et al., 2012; Mann and Emanuel, 2006) and mineral (dust) and volcanic aerosols (Evan et al., 2012; Evan et al., 2011a; Evan et al., 2009). None of these proposed mechanisms provide a clear expectation that North Atlantic SST will continue to increase at a greater rate than the tropical-mean SST and thus if future potential intensity can be described by relative SST, the present steep upward trend in tropical cyclone intensity in the North Atlantic would be expected to abate.

Observed regional climate variability generally represents a complex convolution of factors, both natural and anthropogenic, and the response of tropical cyclones to each factor is not yet well elucidated. For example, the steady long-term secular increase in tropical Atlantic SST due to increasing greenhouse gas (e.g., Santer et al. (2006)) can be dominated by shorter-term decadal variability forced by both external and internal factors (Booth et al., 2012; Camargo et al., 2012; Chang et al., 2011; Evan et al., 2011a; Evan et al., 2009; Mann and Emanuel, 2006; Solomon et al., 2011; Ting et al., 2009a; Villarini and Vecchi, 2012; Zhang and Delworth, 2009). Similarly, tropical upper-tropospheric temperatures, which modulate tropical cyclone potential intensity (Emanuel, 2010), can be forced by slowly-evolving secular changes in the stratospheric circulation of ozone (Brewer-Dobson circulation) due to climate change with occasional large amplitude and persistent changes forced by volcanic eruptions (Emanuel et al., 2012; Evan, 2012; Thompson and Solomon, 2009). In addition to greenhouse warming scenarios, tropical cyclones can also respond to anthropogenic forcing via different and possibly unexpected pathways. For example, increasing anthropogenic emissions of black carbon and other aerosols in South Asia has affected SST gradients in the Northern Indian Ocean (Chung and Ramanathan, 2006; Meehl et al., 2008), which has in turn led to a weakening of the vertical wind shear in the region. Evan et al. (2011b) linked the reduced wind shear to the observed increase in the number of very intense storms in the Arabian Sea, including five very severe cyclones that have occurred since 1998 killing over 3500 people and causing over $6.5$ billion in damages (in 2011 U.S. dollars). Furthermore, it is possible that much of the multi-decadal variability of North Atlantic SST is radiatively forced, via the cloud albedo effect, by what are essentially pollution aerosols emitted from North America and Europe (Booth et al., 2012). Note that in the North Atlantic, the evidence suggests that the reduction of pollution aerosols since the United States Clean Air Act of 1970 (with further contribution from the European Commission’s Air Quality Framework Directive) is linked to tropical SST increases, while in the northern Indian Ocean, increases in aerosol pollution have been linked to reduced vertical wind shear. Both of these effects have been observed to be related to increased tropical cyclone activity. Finally, in addition to interannual-to-multidecadal forcing of tropical Atlantic SST via radiative dimming (Evan et al., 2011a; Evan et al., 2009), dust aerosols have a large and more immediate in situ effect on the regional thermodynamic and kinematic environment (Dunion, 2011; Dunion and Marron, 2008), and Saharan dust storms—whose frequency has been linked to atmospheric CO$_2$ concentration (Mahowald, 2007)—have also been linked to reduced strengthening of tropical cyclones (Dunion and Velden, 2004; Wu, 2007). Direct in situ relationships have also been identified between aerosol pollution concentrations and tropical cyclone structure and intensity (Khain et al., 2008; Khain et al., 2010; Rosenfeld et al., 2011). Thus, when assessing changes in tropical cyclone activity, it is clear that detection and attribution aimed simply at long-term linear trends forced by increasing well-mixed greenhouse gases is not adequate to provide a complete picture of the potential anthropogenic contributions to the changes in tropical cyclone activity that have been observed.

Similar to observational analyses, confidence in numerical simulations of tropical cyclone activity (summarised in Box 14.2, Tables 1–4) is reduced when model spatial scale is reduced from global to region-specific (IPCC SREX Box 3.1). Projections based on the SRES A1B warming scenario through the late 21st century indicate that it is likely that the global frequency of tropical cyclones will either decrease or remain essentially unchanged while mean intensity increases by $+2$ to $+11\%$ and tropical cyclone rainfall rates increase by about 20\% within 100 km of the cyclone centre (Knutson et al., 2010). However, inter-model differences in regional projections lead to lower confidence in basin-specific projections, and confidence is particularly low for projections of frequency within individual basins (Knutson et al., 2010). Still, the available modelling studies that are capable of producing very strong cyclones typically project substantial increases in the frequency of the most intense cyclones and it is more likely than not that this increase will be substantially larger than 10\% in some basins (Bender et al., 2010; Emanuel et al., 2008; Knutson et al., 2010; Murakami et al., 2012; Yamada et al., 2010). It should be emphasized that this metric is generally more important to physical and societal impacts than overall frequency or mean intensity.
As seen in Box 14.2 Tables 1-4, the numerical model projections introduced in the literature often vary substantially in the details of the models and the experiments performed, and it is difficult to objectively assess their combined results to form a common consensus. Still, it is useful to perform this exercise after normalising the models and their output using a combination of objective and subjective expert judgements. The results of this exercise are shown in Box 14.2, Figure 1, and are based on a subjective normalisation of the model output to four common metrics under a common future scenario projected through the 21st century. The annual frequency of tropical cyclones is generally projected to decrease or remain essentially unchanged in the next century in most regions although as noted above, the confidence in the projections is lower in specified regions than global projections. The decrease in storm frequency is apparently related to projected changes in tropical middle-troposphere convective mass flux associated with global warming (Emanuel et al., 2012; Emanuel et al., 2008; Held and Zhao, 2011; Murakami et al., 2012; Sugi et al., 2009; Zhao et al., 2009). A number of experiments that are able to simulate intense tropical cyclones project increases in the frequency of these storms in some regions, although there are presently only limited studies to assess and there is insufficient data to draw from in most regions to make a confident assessment there. The models generally project an increase in mean lifetime-maximum intensity of simulated storms, which is consistent with a projected increase in the frequency in the more intense storms since an increase in the mean intensity is expected to manifest as a greater increase in the upper extremes of intensity (Elsner et al., 2008). The projected increase in intensity concurrent with a projected decrease in frequency can be theoretically argued to result from a difference in scaling between projected changes in surface enthalpy fluxes and the Clausius-Clapeyron relationship associated with the moist static energy of the middle-troposphere (Emanuel et al., 2012). The increase in rainfall rates associated with tropical cyclones is a consistent feature of the numerical models under greenhouse warming as atmospheric moisture content in the tropics and tropical cyclone moisture convergence is projected to increase (Allan and Soden, 2008; Knutson et al., 2010; Trenberth et al., 2007a; Trenberth et al., 2005a).

A number of studies since the IPCC Fourth Assessment Report have attempted to project future changes in tropical cyclone tracks and genesis at inter- or intra-basin scale (Emanuel et al., 2008; Lavender and Walsh, 2011; Leslie et al., 2007; Li et al., 2010d; Murakami and Wang, 2010; Murakami et al., 2011b; Vecchi and Soden, 2007c; Yokoi and Takayabu, 2009; Zhao et al., 2009). These studies suggest that projected changes in tropical cyclone activity are strongly correlated with the projected changes in the spatial pattern of tropical SST (Murakami et al., 2011a; Sugi et al., 2009; Zhao and Held, 2012) and associated weakening of the Pacific Walker circulation (Vecchi and Soden, 2007b). However, assessing qualitative changes in regional tropical cyclone frequency is still limited because confidence in projections critically depend on the performance of control simulations (Murakami and Sugi, 2010), and current climate models still fail to simulate observed temporal and spatial variations in tropical cyclone frequency (Walsh et al., 2012a). As noted above, tropical cyclone genesis and track variability is modulated in most regions by known modes of atmosphere/ocean variability. The phenomenological details of the relationships vary by region (e.g., El Niño events tend to cause track shifts in western North Pacific typhoons and tend to suppress Atlantic storm genesis and development). Similarly, it has been demonstrated that accurate modelling of tropical cyclone activity fundamentally depends on the model’s ability to reproduce these modes of variability (e.g., Yokoi and Takayabu, 2009). Reliable projections of future tropical cyclone activity, both global and regional, will then depend critically on reliable projections of the behaviour of these modes of variability (e.g., ENSO) under global warming, as well as an adequate understanding of their physical links with tropical cyclones. At this time, however, there is still uncertainty in their projected behaviours (e.g., Collins et al., 2010).

The reduction in signal-to-noise ratio that accompanies changing focus from global to regional scales also lengthens the emergence time-scale (i.e., the time required for a trend signal to rise above the natural variability in a statistically significant way). Based on changes in tropical cyclone intensity predicted by idealized numerical simulations with CO₂-induced tropical SST warming, Knutson and Tuleya (2004) suggested that clearly detectable increases may not be manifest for decades to come. The more recent high-resolution dynamical downscaling study of Bender et al. (2010) supports this argument and suggests that the predicted increases in the frequency of the strongest Atlantic storms may not emerge as a clear statistically significant signal until the latter half of the 21st century under the SRES A1B warming scenario. Other studies that have considered projected changes in tropical cyclone-related damage and loss under A1B warming (Crompton et al., 2011; Emanuel, 2011; Mendelsohn et al., 2012) predict a broad range of emergence time-scales from decades to centuries. However, it should again be emphasized that regional forcing by agents other than greenhouse gas, such as anthropogenic aerosols, is known to affect the regional...
climatic conditions differently (e.g., Zhang and Delworth, 2009), and there is evidence that tropical cyclone activity has changed in some regions because of effects from anthropogenic aerosol pollution. The fidelity of the emergence time-scales projected under A1B warming thus depends on the fidelity of A1B aerosol projections, which are known to be highly uncertain (Forster et al., 2007; Haerter et al., 2009).

In summary, detection and attribution of trends as well as agreement among numerical simulations is substantially compromised when the scale of focus is reduced from global to regional. This is particularly severe when intra-basin regions such as island chains or specific sections of coastline are considered and tropical cyclone track variability plays a much larger role. The influence of past and future climate change on tropical cyclones is likely to vary by region, but the specific characteristics of the changes are not yet well understood, and the substantial influence of ENSO and other known climate modes on global and regional tropical cyclone activity emphasizes the need for more reliable assessments of future changes in the characteristics of these modes. When data uncertainties due to past changes in observing capabilities are taken into account, confidence in the fidelity of any reported regional trends in tropical cyclone activity on time-scales longer than about 50 years is substantially compromised. However, recent advances in understanding and phenomenological evidence for shorter-term effects on tropical cyclones from aerosol forcing are providing increasingly greater confidence that anthropogenic forcing has had a measurable effect on tropical cyclone activity in certain regions. Shorter term increases such as those observed in the Atlantic over the past 30–40 years appear to be robust and have been hypothesised to be related, in part, to regional external forcing by greenhouse gases and aerosols, but the more steady Century-scale trends that may be expected from CO₂ forcing are much more difficult to assess given the data uncertainty in the available tropical cyclone records. While projections under 21st century greenhouse warming indicate that it is likely that the global frequency of tropical cyclones will either decrease or remain essentially unchanged, concurrent with a likely increase in both global mean tropical cyclone maximum wind speed and rainfall rates, there is lower confidence in region-specific projections of frequency and intensity. Still, based on high-resolution modeling studies, the frequency of the most intense storms, which is particularly relevant to physical and social impacts, will more likely than not increase substantially in some basins under projected 21st century warming. Two important questions that have not been reconciled but continue to motivate active research are 1) whether tropical cyclone potential intensity is and will continue to be correlated with future changes in relative SST, which is generally not shown to increase substantially in the next Century (Vecchi and Soden, 2007a), and 2) what portion of the observed multi-decadal climate variability in the tropical Atlantic (which tropical cyclones are observed to substantially respond to) is due to natural variability versus external forcing by greenhouse gases and anthropogenic aerosols.

[INSERT BOX 14.2, FIGURE 1 HERE]

Box 14.2, Figure 1: General consensus assessment of the numerical experiments described in Box 14.2, Tables 1-4. All values represent expected percent change (year 2100 relative to 2000) under an A1B-like scenario, based on expert judgment after subjective normalisation of the model projections. Four metrics were considered: the percent change in 1) the total annual frequency of tropical storms, 2) the annual frequency of Category 4 and 5 storms, 3) the mean Lifetime Maximum Intensity (LMI; the maximum intensity achieved during a storm’s lifetime), and 4) the precipitation rate within 200 km of storm center at the time of LMI. For each metric, the first numeric value is the best guess of the expected percent change, and the range in parentheses is the 67% (likely) confidence interval for this value. There are nine regions considered: Global, Northern Hemisphere, Southern Hemisphere, Eastern North Pacific, North Atlantic, Northern Indian, Southern Indian, Western North Pacific, and South Pacific.

[INSERT BOX 14.2, TABLE 1 HERE]

Box 14.2, Table 1: Projections of tropical storm frequency. Projected change in frequency of tropical storms in warm climate runs relative to control run in percent. Red and blue numbers/text denote projected increases and decreases, respectively. Bold text denotes where a statistical significance test was reported that showed significance.

[INSERT BOX 14.2, TABLE 2 HERE]

Box 14.2, Table 2: Projections of intense TC frequency. Projected change in frequency of intense tropical cyclones (i.e., more intense than tropical storms) in warm climate runs relative to control run in percent. The rows of reported results are ordered from top to bottom generally in order of decreasing model horizontal resolution. Red and blue numbers/text denote projected increases and decreases, respectively. Bold text denotes where a statistical significance test was reported that showed significance.
Box 14.2, Table 3: Tropical cyclone intensity change projections (percent change in maximum wind speed or central pressure fall, except as noted in the table. The dynamical model projections are ordered from top to bottom in order of decreasing model horizontal resolution. Red and blue colors denote increases and decreases, respectively. Pairs of numbers in parentheses denote ranges obtained using different models as input to a downscaling model or theory. The potential intensity change projections from Emanuel et al. (2008), Knutson and Tuleya (2004), and Vecchi and Soden (2007) in the table include some results that are adapted from the original papers but have been modified in order to facilitate intercomparison of methods and projection results from different studies. In some cases, ACE or PDI changes are reported, which depend on intensity, frequency, and lifetime.

Box 14.2, Table 4: Tropical cyclone-related precipitation projected changes (%) for the late 21st century (relative to present day).

This section assesses the following dominant modes of variability in the extra-tropics: the North Atlantic Oscillation (NAO), the North Pacific Oscillation (NPO), and the Northern and Southern Annular Modes (NAM and SAM). These modes are the focus of much research attention, especially in impact studies, where they are often used as aggregate descriptors of past regional climate trends and variations over many parts of the world. This assessment focuses on recent research on these modes that is most relevant for future regional climate change. Past behaviour of these modes inferred from observations is assessed in Section 2.7.

14.5 Annular and Dipolar Modes

The North Atlantic Oscillation is a well-established dipolar mode of climate variability having opposite-polarity variations in sea-level pressure between two centres (poles) of action: the Atlantic subtropical high and the Iceland/Arctic low (Budikova, 2009; Hurrell et al., 2003; Wanner et al., 2001). The NAO is associated with substantial variation in the tropospheric jet, storms (see Box 14.3), and blocking that influence climate over the North Atlantic and surrounding continents (Hurrell and Deser, 2009). The NAO exists in boreal summer as well as in boreal winter, albeit with different physical characteristics (Folland et al., 2009).

The NAO has been interpreted as the regional manifestation of an annular mode in sea-level pressure known as the Arctic Oscillation (AO) (Thompson and Wallace, 1998) or the Northern Annular Mode (NAM) (Thompson and Wallace, 2000). The AO index (and NAM at 1000hPa) is very similar to the NAO index (see Chapter 2: Box 2.4, Table 1) but the spatial climate patterns differ considerably over the N. Pacific (Ambaum et al., 2001; Feldstein and Franzke, 2006). The AO is more zonally symmetric than the NAO and so resembles the NAM in the lower stratosphere (Baldwin and Thompson, 2009). The NAM is a Northern Hemisphere analogue of the Southern Annular Mode (Section 14.5.2). In what follows, the term NAO is used to denote NAO, AO and NAM in boreal winter unless further distinction is required.

The Pacific basin analogue of the NAO, the North Pacific Oscillation, is a prominent wintertime mode of variability characterized by a north-south dipole in sea level pressure over the N. Pacific (Linkin and Nigam, 2008; Rogers, 1981; Walker, 1924). The NPO and its upper air signature, the West Pacific (WP) teleconnection pattern, are associated with north-south displacements of the Asian-Pacific jet stream and the Pacific storm track. The NPO/WP substantially influences winter air temperature and precipitation over much of western North America as well as sea ice over the Pacific sector of the Arctic, more so than either ENSO or the PNA (Linkin and Nigam, 2008). The NPO/WP also affects the strength of the North Pacific Ocean gyre-scale circulation, with consequences for upper ocean temperature, salinity, nutrients, and marine biology (Ceballos et al., 2009; Cloern et al., 2010; Di Lorenzo et al., 2009). By affecting the strength of the Trade Winds, which subsequently alter sea surface temperatures over the subtropical Pacific, the NPO contributes to the excitation of ENSO events via the “Seasonal Footprinting Mechanism” (SFM) (Alexander

---

3 For example, since IPCC (2007) more than 2000 scientific articles have been published, which include NAO, AO, or NAM in either the title or abstract.
et al., 2010; Anderson, 2003; Vimont et al., 2009). Some studies indicate that warm events in the central tropical Pacific Ocean may in turn excite the NPO/WP (Di Lorenzo et al., 2009).

Recent multi-model studies of NAO (Hori et al., 2007; Karpechko, 2010; Zhu and Wang, 2010) reconfirm the small positive response of boreal winter NAO indices to greenhouse gas forcing noted in earlier studies reported in AR4 (Kuzmina et al., 2005; Miller et al., 2006; Stephenson et al., 2006). Projected trends in wintertime NAO indices are generally found to have small amplitude compared to natural internal variations (Deser et al., 2011). Furthermore, there is substantial variation in NAO projections from different climate models. For example, one study found no substantial NAO trends in two simulations with ECHAM4/OPYC3 (Fischer-Bruns et al., 2009), whereas another study found a strong positive trend in NAO in the ECHAM5/OM SRES A1B simulations (Müller and Roeckner, 2008). The model-dependence of the response is an important source of uncertainty in the regional climate change response (Karpechko, 2010). A multi-model study of 24 climate model projections suggests that there are no major changes in the NPO due to greenhouse warming (Furtado et al., 2011).

Figures 14.26a-b) summarise the NAO and NAM indices simulated by models participating in the CMIP5 experiment. The multi-model mean of the NAO and NAM indices are similar and exhibit small linear trends in agreement with those shown for the NAM index in AR4 (AR4, Figure 10.17a). The multi-model mean projected increase of around 1.2 hPa from 1850 to 2100 is smaller than the spread of around 2-4 hPa between model simulations (Figure 14.26b).

Some differences in model projections can be accounted for by changes in the NAO spatial pattern, for example, northeastward shifts in NAO centres of action have been found to be important for estimating the trend in the NAO index (Hu and Wu, 2004; Ulbrich and Christoph, 1999). Individual model simulations have shown the spatial extent of NAO influence decreases with greenhouse gas forcing (Fischer-Bruns et al., 2009), a positive feedback between jet and storm tracks that enhances a poleward shift in the NAO pattern (Choi et al., 2010), and changes in the NAO pattern but with no changes in the propagation conditions for Rossby waves (Brandefelt, 2006). One modelling study found a trend in the correlation between NAO and ENSO during the 21st century ( Muller and Roeckner, 2006). Any changes in the structure of NAO and its association with other modes of variability would have consequences for the impact of NAO on regional climate change.

The NAO may be a preferred pattern of response to climate change (Gerber et al., 2008). However, this is not supported by a detailed examination of the vertical structure of the simulated global warming response (Woolings, 2008). Hori et al. (2007) noted that NAO variability did not change substantially in the SRES-A1B and 20th century scenarios and so concluded that the trend in the NAO index (defined relative to a historical mean state) is a result of an anthropogenic trend in the basic mean state rather than due to changes in NAO variability. However, other research indicates that there is a coherent two-way interaction between the trend in the mean state and the NAO-like modes of variability – the mode and/or regime structure change due to changes in the mean state (Barnes and Polvani, 2012; Branstator and Selten, 2009).

Climate models are generally able to simulate the gross features of NAO and NPO (see Section 9.5.3.2). However, model simulations have underestimated the magnitude of the large positive trend from 1960-2000 in NAO observations, which now appears to be more likely due to natural variability rather than anthropogenic influences (see Section 10.3.3.4). Detection and attribution of trends in sea-level pressure due to greenhouse gas, aerosol and ozone changes is more conclusive on global spatial fields than on NAO indices (Gillett and Fyfe, 2012). Some studies have even considered NAO to be a source of natural variability that needs to be removed before detection and attribution of anthropogenic changes (Zhang et al., 2006b). Detection of regional surface air temperature response to anthropogenic forcing has been found to be robust to the exclusion of model-simulated AO and PNA changes (Wu and Karoly, 2007). Model projections of wintertime European precipitation have been shown to become more consistent with observed trends after removal of trends due to NAO ( Bhend and von Storch, 2008). Underestimation of trends in NAO can lead to biases in projections of regional climate e.g., Arctic sea ice ( Koldunov et al., 2010).

Underestimation of NAO long-term variability may be due to missing or poorly represented processes in climate models. Recent observational and modelling studies have helped to confirm that the lower stratosphere plays an important role in explaining recent more negative NAO winters and long term trends in
NAO (Dong et al., 2011; Ouzeau et al., 2011; Scaife et al., 2005; Schimanke et al., 2011). This is supported by evidence that seasonal forecasts of NAO can be improved by inclusion of the stratospheric QBO (Boer and Hamilton, 2008; Marshall and Scaife, 2010). Other studies have found that observed changes in stratospheric water vapour changes from 1965–1995 led to a substantial impact on NAO simulated by a model, and have suggested that changes in stratospheric water vapour may be another possible pathway for communicating tropical forcing to the extra-tropics (Bell et al., 2009; Joshi et al., 2006). There is growing evidence that future NAO projections are sensitive to how climate models resolve stratospheric processes and troposphere-stratosphere interactions (Scaife et al., 2011a).

Several recent studies of historical data have found a negative association between solar forcing and NAO (Haigh and Roscoe, 2006; Kodera et al., 2008; Lockwood et al., 2010), while other studies have found little imprint of solar and volcanic forcing on NAO (Casty et al., 2007). Negative associations between NAO and solar forcing have been reproduced in several recent modelling studies (Ineson et al., 2011; Lee et al., 2008).

Observational studies have noted weakening of NAO during periods of reduced Arctic sea-ice (Strong et al., 2009; Wu and Zhang, 2010). Several modelling studies have also shown a negative NAO response to the partial removal of sea-ice in the Arctic or high-latitudes (Deser et al., 2010c; Kvamsto et al., 2004; Magnusdottir et al., 2004; Screen et al., 2012; Seierstad and Bader, 2009). However, the strength and timing of the response to sea ice loss varies considerably between studies, and can be hard to separate from common responses to warming of the troposphere and from natural climate variability. The impact of sea ice loss in individual years on NAO is small and hard to detect (Bluthgen et al., 2012). Reviews of the emerging literature on this topic can be found in (Budikova, 2009) and (Bader et al., 2011).

**14.5.2 Southern Annular Mode**

The Southern Annular Mode (SAM), is the leading mode of climate variability in the Southern Hemisphere extra-tropics, comprising co-varying sea-level pressure or geopotential height anomalies of opposite sign in middle and high latitudes, extending through the depth of the troposphere, which are related to fluctuations in the latitudinal position and strength of the mid-latitude jet. When pressures/heights are below (above) average over Antarctica the SAM is defined as being in its positive (negative) phase and the circumpolar westerly winds are stronger (weaker) than average. Associated with this, the storm tracks move poleward during the positive SAM and equatorward during the negative SAM. Although broadly annular in nature, hence its name, the spatial pattern of the SAM includes a substantial non-annular component in the Pacific sector (Figure 14.27) (Fogt et al., 2012; Kidston et al., 2009). SAM variability has a major influence on the climate of Antarctica, Australasia, southern South America and South Africa (Thompson et al., 2011 and references therein; Watterson, 2009).

The SAM exhibits marked seasonal variability in both its structure and in its effects on regional climate. For example, correlations between the SAM and temperature at some Antarctic Peninsula stations change sign between seasons (Marshall, 2007) while the effect of the SAM on temperature and rainfall over New Zealand (Kidston et al., 2009) and on regional Australian rainfall (Hendon et al., 2007) changes markedly through the year. Moreover, non-linearities in the structure of the positive and negative polarities of the SAM result in polarity-specific changes in surface climate impacts (Fogt et al., 2012).

---

*4 also known as the Antarctic Oscillation (AAO)
Silvestri and Vera (2009) discussed decadal variability in the effects of the SAM on regional climate, emphasising broad-scale changes in the sign of precipitation relationships over southern South America and 10-century temperature relationships over Australia during 1958–1979 and 1983–2004. Marshall et al. (2011) examined a regional change in the sign of a SAM-temperature relationship in part of East Antarctica and demonstrated that changes in the phase and magnitude of the zonal wave-number 3 pattern, superimposed upon the annular structure of the SAM, were responsible for the reversal. Using ice-core data they also showed that such changes occurred throughout the 20th century and hence were likely to reflect internal natural variability rather than an anthropogenic forcing. Such changes in coastal Antarctica will impact the role of the SAM in driving the formation of Antarctic Bottom Water, a central component of the global thermohaline circulation (McKee et al., 2011). Others have shown that the impact of the SAM on Antarctic climate also depends upon how it interacts with other modes of circulation variability, such as those related to ENSO (e.g., Fogt and Bromwich, 2006).

The physical mechanisms of the SAM are generally well-understood, and the SAM is well-represented in many climate models, although the detailed spatial and temporal characteristics vary between models (Raphael and Holland, 2006). In the past few decades the SAM index has exhibited a positive trend in austral summer and autumn (e.g., Jones et al., 2009; Marshall, 2007; Figure 14.6.1), a change attributed primarily to the effects of ozone depletion and, to a lesser extent, the increase in greenhouse gases (Thompson et al., 2011, see also Chapter 10, section 10.3.3.5), thus demonstrating that ozone depletion has had a direct effect on surface climate in the Southern Hemisphere, through its influence on the SAM trend. It is likely that these two factors will continue to be the principal drivers into the future, but as the ozone hole recovers they will be competing to push the SAM in opposite directions (Arblaster et al., 2011; Bracegirdle et al., 2012; Thompson et al., 2011), at least during late austral spring and summer, when ozone depletion has had its greatest impact on the SAM. The SAM is also influenced by teleconnections to the tropics, primarily associated with ENSO (Carvalho et al., 2005; L’Heureux and Thompson, 2006). Changes to the tropical circulation, and to such teleconnections, as the climate warms could further affect SAM variability (Karpechko et al., 2010).

The AOGCMs used for the AR4 projected a continuing positive trend in the SAM in both summer and winter (Miller et al., 2006). However, those models generally had very poor simulations of stratospheric ozone, with some not including it at all while others kept it constant into the future rather than having a recovery. In 20th century simulations with many of these models, the austral spring and autumn SAM development showed an underestimate of natural variability in austral autumn, and substantial austral spring trends that are not present in observations and reconstructions, indicating that care should be taken in interpretation of future SAM projections in these seasons (Fogt et al., 2009). In addition, Arblaster et al. (2011) showed that there can be large differences in the sensitivity of these models to CO₂ increases, which affects their projected trends in the SAM.

Since the AR4 a number of chemistry-climate models (CCMs) have been run that have fully interactive stratospheric chemistry, although unlike the AOGCMs they are usually not coupled to the oceans (see also Chapter 9, Sections 9.1.3.3.6, 9.4.1.3). The majority of these CCMs, which generally compare well to reanalyses (Gerber et al., 2010) although many exhibit biases in their placement of the Southern Hemisphere eddy-driven jet (Bracegirdle et al., 2012; Wilcox et al., 2012), indicate that through to at least the mid-21st century the current observed SAM changes are neutralised or reversed during austral summer (Bracegirdle et al., 2012; Perlwitz et al., 2008; Polvani et al., 2011; Son et al., 2010). Figure 14.26 shows the projected ensemble-mean future SAM index evolution from a suite of CMIP5 models, suggesting that the recent positive trend will weaken as stratospheric ozone concentrations recover over southern high latitudes. The currently-observed positive SAM trend is not projected to return before the end of the century. In such CCMs, the impact of the ozone recovery in coming decades often has a greater effect than further increases in greenhouse gases on the SAM during austral summer. In austral winter, weak positive trends in the SAM
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are projected to continue through the 21st century (see also Chapter 11, Section 11.4.2.4.2; Chapter 12, Section 12.4.4.1).

### 14.5.3 Assessment Summary

There is high confidence that future boreal wintertime NAO is very likely to exhibit large natural variations and trends of similar magnitude to those observed in the past; is very likely to be differ quantitatively from individual climate model projections; is likely to become slightly more positive (on average) due to increases in greenhouse gases. There is high confidence that the austral summer/autumn positive phase in SAM is very likely to continue but is likely to weaken considerably as ozone depletion recovers through to the mid-21st century. There is medium confidence from recent studies that projected changes in NAO and SAM are sensitive to boundary processes, which are not yet well represented in many climate models currently used for projections e.g., stratosphere-troposphere interaction, ozone chemistry, solar forcing, and atmospheric response to Arctic sea ice loss. There is low confidence in projections of other modes such as the NPO due to the small number of modelling studies.

[START BOX 14.3 HERE]

### Box 14.3: Extra-Tropical Cyclones

#### Background

Extra-tropical cyclones (ETCs) are pervasive features of mid-latitude weather, with a typical scale of 1000 km and lifetimes of 1–5 days (Hoskins and Hodges, 2002). These storms grow on the baroclinic instability of the large-scale atmospheric flow, extracting potential energy from the meridional temperature gradients which arise from the contrast in solar heating between high and low latitudes. ETCs preferentially occur over the ocean basins where surface friction is low and heat and moisture are readily available, forming the midlatitude storm tracks (Brayshaw et al., 2009; Gerber and Vallis, 2009). ETCs have a dual importance in climate; not only do they constitute many of the most extreme weather events in the midlatitudes (e.g., Liberato et al., 2011) but they are also key components of the global climate system, acting as eddies which transport heat, momentum and vorticity and shape the large scale atmospheric circulation itself.

In the past there has been little agreement on how ETCs will respond to anthropogenic forcing (Cubasch et al., 2001). The generation of climate models which contributed to the CMIP3 project began to show more agreement, with many models in particular projecting a poleward shift of the storm tracks (Yin, 2005) and an expansion of the tropics (Lu et al., 2007). As stated in AR4 (Meehl et al., 2007b) this response is particularly clear in the Southern Hemisphere, where the poleward jet shift associated with the Southern Annular Mode is more reproducible and coherent (Miller et al., 2006). In the Northern Hemisphere, however, the poleward shift is less clear. It is evident to some extent in zonal mean fields (Yin, 2005) but regional responses differ widely from this in many models (Ulbrich et al., 2008). Shifts in the locations of the storm tracks are closely associated with shifts in the westerly jet streams (Athanasiadis et al., 2010; Raible, 2007). In fact the transient eddies of the storm tracks are increasingly taken as the starting point for theories explaining the variability and change of the jets (e.g., Benedict et al., 2004). However, the coupling between the storm track and the large scale flow is intrinsically two-way in nature (Gerber and Vallis, 2007; Lorenz and Hartmann, 2003; Robinson, 2006), which often confounds the search for simple chains of cause and effect.

#### Competing Influences on Future ETC Change

The key challenge in predicting future storm track change is the balancing of several different competing dynamical influences (Held, 1993; O’Gorman, 2010; Woollings, 2010). It is becoming more apparent that the relatively modest storm track response in many models does indeed reflect the partial cancelling of opposing tendencies (Butler et al., 2010; Lim and Simmonds, 2009; Son and Lee, 2005). A key factor which has received much attention is the contrast in the meridional gradient of warming at upper and lower levels. In the upper troposphere the meridional temperature gradient is projected to increase due to both the latent heat-related enhanced warming in the tropics and the stratospheric cooling which extends down to around 200 hPa at high latitudes (Meehl et al., 2007b). In the lower troposphere, in contrast, warming is enhanced over the polar regions, in particular over the Arctic in winter, which results in a decrease in the meridional
temperature gradient. In this way the potential energy available for storm growth is expected to increase at upper levels but decrease at lower levels, and it is still unclear whether this will lead to an overall increase or decrease in ETC activity. The outcome can appear as an increase in eddy activity at upper levels and a decrease at lower levels (Hernandez-Deckers and von Storch, 2010), although in other models changes in low level eddy activity are more in line with the upper level wind changes (Mizuta, 2012; Mizuta et al., 2011; Wu et al., 2011). While the influence of the warming pattern is most often described in terms of the associated horizontal gradients, several recent studies have considered the implications of the vertical temperature gradients. These are related to the static stability which also has an important influence on baroclinicity and hence storm growth. The pattern of warming reflects increased stability in the tropics and subtroughs and decreased stability at higher latitudes, and there is some modelling evidence that this may be a strong factor in the response (Kodama and Iwasaki, 2009; Lim and Simmonds, 2009; Lu et al., 2008; Lu et al., 2010). The increase in the depth of the troposphere as it warms may also be important (Lorenz and DeWeaver, 2007), as may structure in the pattern of sea surface temperature change (Graff and LaCasce, 2012).

Irrespective of whether the horizontal or vertical gradients dominate it is clear that the considerable uncertainties in the tropical and polar warming lead to uncertainty in the storm track response (Rind, 2008). Given the two-way nature of the coupling between the storm tracks and the large scale circulation, it is also possible that the storm track response itself is partly responsible for the changes in the large-scale temperature distribution. However, there is some evidence that this is not the case and that the atmospheric poleward heat fluxes are largely determined by regional processes which set the amplitude of the tropical and polar warming (Hwang and Frierson, 2011). Several specific mechanisms have been proposed to explain how the storm tracks respond to the large scale changes, including changes in eddy phase speed (Chen et al., 2007; Chen et al., 2008; Lu et al., 2008), eddy source regions (Lu et al., 2010) and eddy length scales (Kidston et al., 2011) with a subsequent effect on wave-breaking characteristics (Riviere, 2011), and the issue is still widely discussed.

There are also regional processes which could prove very important for the storm track response in certain regions. Sea-ice loss is a particular example which has been shown to influence midlatitude storm activity in some modelling studies (Bader et al., 2011; Deser et al., 2010c; Seierstad and Bader, 2009)). The land-sea contrast in warming also has a local influence on baroclinicity along the eastern continental coastlines (Long et al., 2009; McDonald, 2011). There is some disagreement over whether the storm track response to a combination of forcings combines linearly, with some studies suggesting relatively linear behaviour (Lim and Simmonds, 2009) but others suggesting otherwise (Butler et al., 2010). However, it has been suggested that model simulations are often too short to allow a quantitative assessment of the linearity, especially in idealised models with unrealistically long timescales of variability (Simpson et al., 2010).

The increase of moisture content in a warmer atmosphere is also likely to have competing effects. Latent heating has been shown to play a role in invigorating individual ETCs, and this may be particularly important for cyclones developing over the eastern ocean basins which are likely to lead to downstream impacts (Dacre and Gray, 2009; Fink et al., 2012; Fink et al., 2009). However, there is evidence that the overall effect of moistening is to weaken eddy activity by improving the efficiency of poleward heat transport and hence reducing the dry baroclinicity (Frierson et al., 2007; Lucarini and Ragone, 2011; O’Gorman and Schneider, 2008; Schneider et al., 2010). Consistent with this, Bengtsson et al. (2009) and (Zappa et al., 2012b) showed that while the precipitation does increase along the storm tracks this does not lead to an increase in cyclone intensity in other measures such as wind speed or vorticity.

**Projected ETC Changes and their Relevance for Regional Climates**

The response of ETCs in the latest projections is described in Section 12.4.4.3. Here we summarise the most coherent aspects of this and assess the implications for regional climate change. In general, there remains low confidence in the implications of storm track change for future regional climate. Individual models often show regional storm track changes which are comparable with the magnitude of natural variability and so can be expected to have societal impact. However, it is rare that the majority of models agree on a response of this magnitude at any given location, especially over land (Harvey et al., 2012). It is also apparent that there can be considerable disagreement between different cyclone/storm track identification methods (Raible et al., 2008; Ulbrich et al., 2009), which can lead to different conclusions even when applied to the same...
data. Conversely, when the same method is applied to different models the spread between the model responses is often larger than the ensemble mean response, especially in the Northern Hemisphere (Laine et al., 2009; Ulbrich et al., 2008). There are systematic storm track biases common to many models, and these appear to have some influence on the projected storm track response to forcing (Chang et al., 2012a; Chang et al., 2012b).

A poleward shift of the Southern Hemisphere storm track remains one of the most reproducible projections, yet even here there is considerable quantitative uncertainty. This is associated partly with the varied model biases in jet latitude (Kidston and Gerber, 2010) and partly with a lack of confidence in the cloud response (Trenberth and Fasullo, 2010). Many models also project a similar poleward shift in the North Pacific (Bengtsson et al., 2006; Catto et al., 2011; Ulbrich et al., 2008), although this is weaker compared to natural variability and often varies considerably between ensemble members (McDonald, 2011; Pinto et al., 2007).

The poleward shifts are generally less clear at the surface than at upper levels (Chang et al., 2012a; McDonald, 2011; Yin, 2005), reducing the regional impacts. However, Gastineau and Soden (2009) still find a poleward shift in extreme surface wind events in the CMIP3 models, with the strongest changes in the subtropics and the Southern high latitudes. Several models project a particular weakening of the Mediterranean storm track (Donat et al., 2011; Loeptien et al., 2008; Pinto et al., 2007; Ulbrich et al., 2009) in which increasing static stability is very important (Raible et al., 2010).

Several studies have noted that the response of the North Atlantic storm track is quite different from a poleward shift in many models, comprising instead an increase in storm activity and a downstream extension of the storm track into Europe (Bengtsson et al., 2006; Catto et al., 2011; McDonald, 2011; Pinto et al., 2007; Ulbrich et al., 2008). In some models this regional response is very important (Ulbrich et al., 2009), with storm activity over Western Europe increasing by 50% (McDonald, 2011) or by an amount comparable to the natural variability (Pinto et al., 2007; Woollings et al., 2012). The return periods of intense cyclones are shortened (Della-Marta and Pinto, 2009) with clear effects on measures of wind damage (Donat et al., 2011; Leckebusch et al., 2007) and economic losses (Pinto et al., 2012). This response is related to the local minimum in warming in North Atlantic SSTs, which serves to increase the meridional temperature gradient on its southern side (Catto et al., 2011; Laine et al., 2009). The minimum in warming in turn arises due to the weakening of northward ocean heat transports by the meridional overturning circulation (MOC), and the varying MOC responses of the models can account for a large fraction of the uncertainty in the Atlantic storm track response (Woollings et al., 2012). CMIP5 models show a similar, albeit weaker extension of the storm track towards Europe, flanked by reductions in cyclone activity on both the northern and southern sides (Harvey et al., 2012; Zappa et al., 2012b) with reasonable agreement between models (Sansom et al., 2012).

Most models and studies are in agreement on a global reduction in ETC numbers (Ulbrich et al., 2009), although only by a few percent which would have little impact. In individual regions there can be much larger changes which are comparable to natural variations, but it is rare that these changes are seen reproducibly in the majority of models (e.g., Donat et al., 2011). ETC intensities are particularly sensitive to the method and quantity used to define them, so there is little consensus on changes in intensity (Ulbrich et al., 2009). While there are indications that the absolute values of pressure minima deepen in scenario simulations (Lambert and Fyfe, 2006), this is often associated with large-scale pressure changes rather than changes in the pressure gradients or winds associated with ETCs (Bengtsson et al., 2009; McDonald, 2011; Ulbrich et al., 2009). The CMIP5 models continue to show little change in the intensity of winds associated with ETCs (Zappa et al., 2012b).

Some models with improved representation of the stratosphere have shown a markedly different anthropogenic response in the Northern Hemisphere which resembles the negative phase of the Northern Annular Mode (Morgenstern et al., 2010), with consequences for Atlantic / European storm activity in particular (Scaife et al., 2011a). Concerns over the skill of CMIP3 models in representing both the stratosphere and the MOC mean that confidence in Northern Hemisphere storm track projections remains low. Higher horizontal resolution can improve ETC representation, yet there are still relatively few high-resolution global models which have been used for storm track projections (Bengtsson et al., 2009; Catto et al., 2011; Geng and Sugi, 2003; Zappa et al., 2012a). Several studies have used Regional Climate Models (RCMs) to simulate storms at high resolution in particular regions. In multi-model experiments over Europe the storm response is more sensitive to the choice of driving GCM than the choice of RCM (Donat et al.,...
2011; Leckebusch et al., 2006), highlighting the importance of large-scale circulation uncertainties. There has been little work on potential changes to mesoscale storm systems, although it has been suggested that polar lows may reduce in frequency due to an increase in static stability (Zahn and von Storch, 2010).

**Summary**

There is high confidence that the global number of extra-tropical cyclones is unlikely to decrease by more than a few percent due to global warming and that future changes in storms are likely to be small compared to natural interannual variability and substantial variations between model simulations of storms. There is high confidence that a small poleward shift is likely in the Southern Hemisphere storm track, but the magnitude is model-dependent. There is medium confidence that a poleward shift in the North Pacific storm track is more likely than not and that it is unlikely that the response of the North Atlantic storm track is a simple poleward shift. There is low confidence in the impact of storm track changes on regional climate at the surface especially for extreme events.

[END BOX 14.3 HERE]

### 14.6 Additional Phenomena of Relevance

#### 14.6.1 Pacific-North American Pattern

The term ‘Pacific-North American’ (PNA) pattern was coined by (Wallace and Gutzler, 1981) to refer to a mode of atmospheric variability in the mid-tropospheric geopotential height field. This pattern, as defined on the basis of the index given in Box 2.4, Table 1, is prevalent over the North Pacific and the North American land mass (see regression chart in Box 2.4, Figure 2), particularly during the winter season. Variations in the strength and polarity of the PNA patterns are accompanied by prominent shifts in the jet stream and storm tracks over the Pacific and North American sectors, and thus exert notable influences on the temperature and precipitation in these regions on intermonthly and interannual periods (e.g., Nigam, 2003). The data records indicate a significant positive trend in the wintertime PNA index over the past 60 years (see Table 2.14 and Box 2.4, Figure 1).

Observational evidence presented by (Horel and Wallace, 1981) and others indicate that the PNA pattern is linked to ENSO events in the tropical Pacific (see Section 14.4). However, (Straus and Shukla, 2002) and (Nigam, 2003) pointed out that the teleconnection pattern related to ENSO variability exhibits some notable differences from the PNA pattern.

More recent diagnoses (see review by Bronnimann, 2007) show that ENSO may impact European climate through modulation of the North Atlantic Oscillation (NAO), especially during late winter and early spring. The observational and model results reported by Li and Lau (2012b) and Li and Lau (2012a) illustrate that one possible mechanism for this connection is related to the ENSO-forced teleconnection pattern in the North Pacific-North American sector. Specifically, this response pattern is accompanied by systematic changes in the position and intensity of the storm tracks over that region. The transient disturbances along the storm tracks propagate farther eastward and reach the North Atlantic. The ensuing dynamical interactions between these storm track eddies and the local quasi-stationary circulation lead to changes in the NAO. In addition to tropospheric processes, Ineson and Scaife (2009), Bell et al. (2009) and Cagnazzo and Manzini (2009) have demonstrated a stratospheric link between ENSO and NAO in late winter.

Stoner et al. (2009) have made a comprehensive assessment of the capability of 22 coupled atmosphere-ocean GCMs contributing to IPCC AR4 in replicating the essential temporal and spatial aspects of the observed PNA pattern. Their results indicate that a majority of the models overestimate the fraction of variance explained by the PNA pattern, and that the spatial characteristics of PNA patterns simulated in 14 of the 22 models are in good agreement with the observations.

#### 14.6.2 Pacific-South American Pattern

The Pacific-South American pattern (PSA) is a teleconnection prominent on intraseasonal to interannual time scales. Anomalous convection in the tropical Pacific triggers circulation anomalies which propagate as
Rossby wave trains toward the extra-tropics and then towards the tropics again (Mo and Higgins, 1998) (Figure 14.28). The PSA has a similar configuration to the Pacific North American (PNA) pattern. This pattern induces atmospheric circulation anomalies over South America and has influences on extreme precipitation over the continent. The observed extreme precipitation anomalies display a dipole configuration, with opposite anomalies between southeastern Brazil and southern Brazil/Uruguay/northeastern Argentina. This dipole is associated with enhancement or weakening of the South Atlantic Convergence Zone (Section 14.3.1) and is supported by the anomalous circulation, which is part of the PSA (Nogués-Paegle et al., 2000; Carvalho et al., 2002; Cunningham and Cavalcanti, 2006). As this pattern is related to anomalies in tropical Pacific /Indonesia convection, changes in these anomalies due to global warming could change the intensity, frequency, phase and position of the present pattern, with impacts on South America precipitation. Along with the Southern Annular Mode (Section 14.5.2), the PSA has been shown to influence the surface climate across the South Pacific, including the west Antarctic (Schneider et al., 2011).

[INSERT FIGURE 14.28 HERE]

Figure 14.28: (a) PSA1 in DJF from zonal asymmetric geopotential anomaly at 500 hPa (Era Interim); (b) C1 amplitudes series (1979–2004); (c) PSA2 in DJF from zonal asymmetric geopotential anomaly at 500 hPa (Era Interim); (d) PC2 amplitudes series (1979–2004).

The two PSA modes, calculated from the second and third PC analyses show positive trends from 1979 to 2008 (Chapter 2), but as mentioned in Chapter 2, robustness of the trends needs further investigations. The PSA pattern has been reproduced in a number of model simulations (Solman and Le Treut, 2006; Bates, 2010; Grainger et al., 2011; Cavalcanti and Shimizu, 2012), although some CMIP3 models do not reproduce the PSA associated with ENSO events (Vera and Silvestri, 2009; Chapter 9). The PSA patterns simulated by HADGEM2-CMIP5 compare well with the observed patterns obtained from reanalyses ERA-Interim (Figure 14.29).

[INSERT FIGURE 14.29 HERE]

Figure 14.29: (a) PSA1 in DJF from zonal asymmetric geopotential anomaly at 500 hPa (HADGEM2-historical); (b) PC1 amplitudes series (1979–2004); (c) PSA2 in DJF from zonal asymmetric geopotential anomaly at 500 hPa (HADGEM2-historical); (d) PC2 amplitudes series (1979–2004).

The increase in frequency and intensity of positive SST anomalies in the tropical Pacific was suggested to be related to PSA-type wave train intensification by the end of the 21st century associated with the precipitation dipole over South America in the summer season (Junquas et al., 2011). Besides changes that can occur associated with tropical convection, changes in the PSA centres could also occur in relation to the Atlantic Meridional Overturning Circulation (AMOC), which is projected to weaken in the 21st century (Chapter 12, Section 12.4.7.2). An experiment with a coupled model simulating the AMOC weakening (Timmermann et al., 2010) showed intensification of the negative PSA phase (low pressure anomaly close to Antarctica). Analysis from CMIP5 HADGEM2-ES results showed the PSA pattern displaced eastward in relation to its present mean position (Figure 14.30; Cavalcanti and Shimizu, 2012). In the mean, the pattern is projected to shift eastward, while for cases of extreme precipitation over southeastern South America, the pattern is projected to intensify and to shift westward (Junquas et al., 2011). The few studies on projections of this pattern are still not enough to assess the reliability of projected changes. However, PSA pattern is likely to change due to tropical convection changes in the Pacific/Indonesian regions.

[INSERT FIGURE 14.30 HERE]

Figure 14.30: (a) PSA1 in DJF from zonal asymmetric geopotential anomaly at 500 hPa (HADGEM2-CP8.5); (b) PC1 amplitudes series (2073–2098); (c) PSA2 in DJF from zonal asymmetric geopotential anomaly at 500 hPa (HADGEM2-RCP8.5); (d) PC2 amplitudes series (2073–2098).

14.6.3 Blocking

Atmospheric blocking is associated with persistent, slow-moving high-pressure systems that obstruct the prevailing westerly wind of middle and high latitudes and the normal eastward progress of extra-tropical transient storm systems. Atmospheric blocking is an important component of the intraseasonal climate variability in the extra-tropics and can also be responsible of long-lived extreme weather conditions, such as cold spells in winter (e.g., Buehler et al., 2011) and summer heat waves (e.g., 2010 Russian heat-wave, Dole...
et al., 2011). Blocking frequency is higher in the Northern Hemisphere and reaches a maximum (minimum) in winter-spring (summer-autumn), usually persists from a few days to some weeks and shows preferred locations (Barriopedro et al., 2010; Berrisford et al., 2007; Tyrilis and Hoskins, 2008). The most consistent long-term observed trends are a reduced winter activity over the North Atlantic (e.g., Croci-Maspoli et al., 2007), which is in harmony with recurrent positive phases of the NAO in the second half of 20th century (see Section 2.6.8.), and a decrease in the Southern Hemisphere (e.g., Dong et al., 2008) which seems to agree with the observed AAO upward trend (see Table 2.14).

Since the AR4, climate models have made some progress in the simulation of NH blocking activity (Scaife et al., 2010; Vial and Osborn, 2011). Some of the updated CMIP5 models are capable of simulating long-lived blocking with the observed frequency (see Figure 14.31), though an underestimation over the Euro-Atlantic sector still remains. In the SH, blocking frequency and duration is also underestimated, particularly over the Australia-New Zealand sector (Matsueda et al., 2010). Such blocking underestimation is mainly attributed to the limited horizontal resolution in the atmospheric component of AOGCMs (e.g., Matsueda et al., 2009; Scaife et al., 2011b; Scaife et al., 2010), along with systematic equatorward biases in jet stream latitude (Barnes et al., 2011; Vial and Osborn, 2011) and tropical SSTs biases in the North Pacific case (e.g., Hinton et al., 2009).

**[INSERT FIGURE 14.31 HERE]**

**Figure 14.31:** Annual mean blocking frequency in the Northern Hemisphere (expressed in % of time, i.e., 1% means ~4 days per year) as simulated by a suite of CMIP5 models (color lines) for the 1961–1990 period of one run of the historical simulation. Grey shading shows the mean model result plus/minus one standard deviation. Black thick line indicates the observed blocking frequency derived from the NCEP/NCAR reanalysis. Only CMIP5 models with available 500 hPa geopotential height daily data at http://pcmdi3.llnl.gov/esgct/home.htm have been used. Blocking is defined as in (Barriopedro et al., 2006), which uses a modified version of the (Tibaldi and Molteni, 1990) index. Daily data was interpolated to a common regular 2.5° × 2.5° longitude-latitude grid before detecting blocking.

Future model projections of blocking activity are generally constrained by the relatively poor model performance in accurately simulating blocking signatures, as well as by the lack of agreement in defining blocking (see Section 9.5.2.2.1), hence they must be treated with caution. It is likely that the frequency of NH and SH blocking will decrease under increasing GHG concentrations (Barnes et al., 2011; Dong et al., 2008; Wiedemann et al., 2002), while trends in blocking intensity and persistence are uncertain. Future strengthening of the zonal wind and meridional jet displacements (see Section 11.4.2.4) may partially account for the projected decrease in blocking frequency. How the location and frequency of blocking events will evolve in future are both critically important for understanding regional climate change. For example, (Sillman et al., 2011) found that a northward shift in north Atlantic blocking location would reduce the cooling effect of wintertime blocking in northeastern Europe.

### 14.6.4 Tropospheric Biennial Oscillation

It has long been noted that there is a biennial tendency of many phenomena in the Indo-Pacific region that affects droughts and floods over large areas of south Asia and Australia (e.g., Mooley and Parthasarathy, 1983; Nichoolls, 1978; Trenberth, 1975; Troup, 1965). Brier (1978) suggested a possible central role of air-sea coupling, and Meehl (1987) proposed a mechanism involving large-scale dynamically coupled interactions across the Indo-Pacific to account for the biennial tendency, termed the Tropospheric Biennial Oscillation (TBO, Meehl, 1997). There was also a role for atmospheric circulation anomalies over south Asia and consequent land surface temperature anomalies that contributed to anomalous meridional temperature gradients and biennial monsoon variability (Meehl, 1994a; Meehl, 1994b), thus giving rise to explanations of the TBO that involved processes in the Indian sector (Chang and Li, 2000; Li et al., 2001). SST anomalies in the equatorial eastern Pacific Ocean in the TBO tend to transition from positive to negative (or vice versa) in northern spring, so the seasons leading up to those transitions are crucial to the TBO (e.g., Meehl and Arblaster, 2002a; Meehl and Arblaster, 2002b). The fundamental nature of the dynamically coupled processes involved with the TBO have been additionally documented in a number of global coupled climate model simulations (e.g., Loschnigg et al., 2003; Meehl and Arblaster, 2011; Meehl, 1997; Nanjundiah et al., 2005; Ogasawara et al., 1999).

Regional patterns of SST anomalies in the TBO in the Indian Ocean during the northern fall season following the south Asian monsoon subsequently became known as the Indian Ocean Dipole (IOD, e.g., Saji...
et al., 1999; Webster et al., 1999, Section 14.3.3). Thus, a “negative IOD” in northern fall (negative SST anomalies in the western tropical Indian Ocean, and positive SST anomalies in the eastern tropical Indian Ocean), with negative SST anomalies in the equatorial eastern Pacific, transition to basin-wide negative SST anomalies across the Indian Ocean in northern winter, with positive SST anomalies in the eastern equatorial Pacific in the following northern spring and summer in the TBO (Meehl et al., 2003).

Izumo et al. (2010) made use of these transition processes in the TBO to document El Nino forecast skill by monitoring the state of the IOD in northern fall. Additionally, convective heating anomalies in the Pacific (Wu and Kirtman, 2004), or in the Indian Ocean associated with the IOD (e.g., Annamalai et al., 2005), or a combination from the southeastern Indian Ocean and western Pacific (Clarke et al., 1998; Li et al., 2006; Li et al., 2001) affect the southeastern Indian Ocean and western north Pacific anticyclones. The resulting wind stress anomalies in the equatorial western Pacific contribute to TBO SST transitions in the eastern equatorial Pacific (Lau and Wu, 2001; Turner et al., 2007a). Such consecutive annual SST anomaly and anomalous monsoon transitions from one sign to another characterize the TBO. Thus, the TBO provides the fundamental framework for understanding coupled processes across the Indo-Pacific region involving the Asian-Australian monsoon, the IOD, and ENSO.

The processes that produce the TBO are affected by internally generated decadal-timescale variability. Just as the Interdecadal Pacific Oscillation (IPO) influences the nature of interannual variability in the Australia-Pacific region (Power et al., 1999a), so does the IPO affect the decade-to-decade strength of the TBO (Meehl and Arblaster, 2011). During periods of positive IPO (warmer SSTs in the tropical Pacific on the decadal timescale, e.g., from the 1970s to 1990s), the TBO was weak, and vice versa for negative IPO with a stronger TBO (post-1990s, Meehl and Arblaster, 2012). Thus, prediction of decadal timescale variability assessed in Ch. 11 that can be associated, for example, with the IPO (e.g., Meehl et al., 2010) can influence the accuracy of shorter-term predictions of interannual variability associated with the TBO across the entire Indo-Pacific region (Turner et al., 2011). This set of regional processes from interannual to decadal is of great relevance for decadal climate prediction and the short-term climate change problem (Chapter 11).

With regards to possible future behaviour of the TBO, an analysis of a multi-model dataset that stratified models to focus on those that more accurately simulated the TBO in present-day climate showed that, for those models, the TBO strengthens in a future warmer climate (Nanjundiah et al., 2005). However, as with ENSO and IOD, internally generated decadal timescale variability complicates the interpretation of such future changes.

14.6.5 Quasi-Biannual Oscillation

The quasi-biennial oscillation (QBO) is a near-periodic, large-amplitude, downward propagating oscillation in zonal (westerly) winds in the equatorial stratosphere (e.g., Baldwin et al., 2001). The QBO is associated with the variability of the largest jet feature in the atmosphere, and is evident in time series of the zonal mean zonal wind near the equator, which changes from strong easterlies to strong westerlies through each QBO cycle (approximately 28 months). It is driven by vertically propagating internal waves that are generated in the tropical troposphere (Plumb, 1977).

The QBO has substantial effects on the global stratospheric circulation, in particular the strength of the northern stratospheric polar vortex as well as the extratropical troposphere (e.g., Boer, 2009; Marshall and Scaife, 2009) (Garfinkel and Hartmann, 2011). These extratropical effects occur primarily in winter when the stratosphere and troposphere are strongly coupled (e.g., Anstey and Shepherd, 2008; Garfinkel and Hartmann, 2011).

It has been unclear how the QBO will respond to future climate change related to greenhouse gas increase and recovery of stratospheric ozone. Climate models assessed in the AR4 did not simulate the QBO as they lacked the necessary vertical resolution (Kawatani et al., 2011). However, recent model studies without using gravity wave parameterization (Kawatani et al., 2012; Kawatani et al., 2011) showed that the QBO period and amplitude may become longer and weaker, and the downward penetration into the lowermost stratosphere may be more curtailed in a warmer climate. This finding is attributed to the effect of increased equatorial upwelling (stronger Brewer-Dobson circulation) (Butchart et al., 2006; Garcia and Randel, 2008; McLandress and Shepherd, 2009; Okamoto et al., 2011) dominating the effect of increased wave forcing.
(more convective activity). Similar studies with gravity wave parameterization (Watanabe and Kawatani, 2012) gave conflicting results depending on the simulated changes in the intensity of the Brewer-Dobson circulation.

There are limited published results on the behaviour of the QBO in future climates, using CMIP5 models. On the basis of the recent literature, it is as likely as not that the QBO may weaken in future, and its period may increase slightly.

14.6.6 Pacific Decadal Oscillation/Inter-Decadal Pacific Oscillation

The “Pacific Decadal Oscillation” (PDO, Box 14.1) refers to the leading Empirical Orthogonal Function (EOF) of monthly Sea Surface Temperature (SST) anomalies over the North Pacific (north of 20°N) from which the globally-averaged SST anomalies have been subtracted (Mantua et al., 1997). It exhibits anomalies of one sign along the west coast of North America and of opposite sign in the western and central North Pacific (see also Chapter 9, Section 9.5.3.4.4, and Chapter 11). The PDO is closely linked to fluctuations in the strength of the wintertime Aleutian Low Pressure System, an index of which is the North Pacific Index (NPI) defined as the average sea level pressure over the region 30°N–65°N, 160°E–140°W (Trenberth and Hurrell, 1994). The timescale of the PDO is around 20-30 years, with changes of sign between positive and negative polarities in the 1920s, the late 1940s, the late 1970s, and around 2000.

The extension of the PDO to the whole Pacific basin is known as the “Inter-decadal Pacific Oscillation” (IPO, Power et al., 1999b). The IPO is nearly identical in form to the PDO in the Northern Hemisphere but is defined globally, as the 3rd EOF (principal component) of 13-year lowpass-filtered global SST anomalies and has substantial amplitude in the tropical and southern Pacific. The time series of the PDO and IPO are very highly correlated on an annual basis. The PDO/IPO pattern is considered to be the result of internal climate variability (Alexander, 2010; Schneider and Cornuelle, 2005) and has not been observed to exhibit a long-term trend. Variability associated with the PDO/IPO has a modulating influence on ENSO, with more El Niño activity during the positive PDO/IPO and more La Niña activity during the negative PDO/IPO.

At the time of the AR4, little had been published on modelling of the PDO/IPO or of its evolution in future. In a recent study, Furtado et al. (2011) found that the PDO/IPO did not exhibit major changes in spatial or temporal characteristics under greenhouse gas warming in most of the 24 coupled climate models used for the IPCC AR4, although some models indicated a weak shift toward more occurrences of the negative phase of the PDO/IPO by the end of the 21st century (Lapp et al., 2011). However, given that the models strongly underestimate the PDO/IPO connection with tropical Indo-Pacific SST variations (Furtado et al., 2011; Lienert et al., 2011), the credibility of the projections remains uncertain.

In summary, future changes in the PDO/IPO are uncertain and have not been investigated in any depth. It is presently as likely as not that the PDO/IPO will change its form or temporal behaviour in future.

14.6.7 Atlantic Multi-Decadal Oscillation

The Atlantic Multidecadal Oscillation (AMO, Box 14.1, see also Chapter 9, Section 5.3) is a multidecadal fluctuation (superimposed on the rising trend) seen in the instrumental SST record throughout the North Atlantic Ocean. Area-mean North Atlantic SST shows variations with a range of about 0.4°C (see Chapter 2, Box 2.4) and warming of a similar magnitude since 1870. The AMO has a quasi-periodicity of about 70 years, although the approximately 150-year instrumental record possesses only a few distinct phases – warm during approximately 1930–1965 and after 1995, and cool between 1900–1930 and 1965–1995. The phenomenon has also been referred to as “Atlantic Multidecadal Variability” (AMV) to avoid the implication of temporal regularity. Along with secular trends and Pacific variability, the AMO or AMV is one of the principal features of multidecadal variability in the instrumental climate record.

The AR4 highlighted a number of important links between the AMO and regional climates. Subsequent research using observational and palaeo-climate records, and climate models, has confirmed and expanded upon these connections, such as West African Monsoon and Sahel rainfall (Mohino et al., 2011), summer climate in North America (Feng et al., 2011b; Seager et al., 2008) and Europe (Folland et al., 2009; Ionita et al., 2012) and Atlantic major hurricane frequency (Chylek and Lesins, 2008; Zhang and Delworth, 2009).
Further, the list of AMO influences around the globe has been extended to include decadal variations in many other regions (e.g., Huss et al., 2010; Kucharski et al., 2009a; Kucharski et al., 2009b; Marullo et al., 2011a; Wang et al., 2011b; Zhang and Delworth, 2009). Future AMO variability could be an important contributor to regional climate change over the next few decades across a wide range of regions. Assessing future AMO activity relates to the questions of whether it is a long-lived fluctuation or peculiar to the instrumental period, its physical origins and predictability.

The fact that palaeo-reconstructions of Atlantic temperatures trace AMO-like variability back before the instrumental era was noted in AR4 WG1. This has been confirmed by further analyses, although these suggest potential for intermittency in AMO variability (Saenger et al., 2009; Zanchettin et al., 2010). Control simulations of climate models run for hundreds or thousands of years also show long-lived Atlantic multidecadal variability (Menary et al., 2012). These lines of evidence suggest the likelihood that AMO variability will continue into the future, and no fundamental changes in the characteristics of North Atlantic multidecadal variability in the 21st century are seen in the CMIP3 models (Ting et al., 2011).

Many studies have diagnosed a trend towards a warm North Atlantic in recent decades additional to that implied by global climate forcings (Knight, 2009; Polyakov et al., 2010). It is unclear exactly when the current warm phase of the AMO will terminate, but it is likely to occur within the next few decades, leading to a cooling influence in the North Atlantic and offsetting some of the effects of global warming (Keenlyside et al., 2008; see also Chapter 11). A shift towards the negative phase of the AMO as part of a future cycle could have effects that include further drying of the African Sahel, reduction of Indian monsoon rainfall, increased wet season rainfall in North East Brazil, wetter summers in central North America, drier summers in North Western Europe, and a possible reduction in major Atlantic hurricane activity.

Some similarity in the shape of the instrumental time series of global and northern hemisphere mean surface temperatures and the AMO has long been noted. By removing an estimate of the effect of interannual variability phenomena like ENSO, AMO transitions have been shown to have the potential to produce large and abrupt changes in hemispheric temperatures (Thompson et al., 2010). Estimates of the AMO’s contribution to recent climate change are uncertain, however, as attribution of the observed AMO requires a model (physical or conceptual), whose assumptions are nearly always difficult to verify (Knight, 2009).

In summary, it is unlikely that the AMO will change its behaviour over coming decades as the mean climate changes. However, natural fluctuations in the AMO over the coming few decades are likely to influence regional climates at least as strongly as will human-induced changes.

### 14.6.8 Assessment Summary

There is low to medium confidence that the PSA pattern is likely to change due to tropical convection changes in the Pacific/Indonesia regions. The changes are likely to be in intensity and position of the anomalous centres and may affect precipitation over South America. No current literature exists to assess the future behaviour of PNA.

Low to medium confidence that it is likely that the frequency of NH and SH blocking will decrease under increasing GHG concentrations, while trends in blocking intensity and persistence are uncertain. Future strengthening of the zonal wind and meridional jet displacements may partially account for the projected decrease in blocking frequency.

There is low to medium confidence that TBO strengthens in the future but the internally generated decadal timescale variability complicates the interpretation of such future changes. On the basis of the recent literature, it is as likely as not that the QBO may weaken in future, and its period may increase slightly.

Future changes in the PDO/IPO are uncertain and have not been investigated in any depth. It is presently as likely as not that the PDO/IPO will change its form or temporal behaviour in future. It is unlikely that the AMO will change its behaviour as the mean climate changes. However, natural fluctuations in the AMO over the coming few decades are likely to influence regional climates at least as strongly as will human-induced changes.
14.7 Future Regional Climate Change

14.7.1 Overview

The sections below assess future climate projections of surface air temperature and precipitation for several continental-scale regions, and interpret them, where possible, in terms of projected changes in the major climate phenomena assessed in Sections 14.2–14.6. The regions are similar to those used for impact assessment in AR4 WGI and WGII. The sections refer to the appropriate CMIP5 (Taylor et al., 2011c) projection maps presented in Annex I: Atlas of Global and Regional Climate Projections. Annex I uses smaller sub-regions similar to those first proposed by Giorgi and Francesco (2000) and Giorgi et al. (2001) but with modifications introduced by SREX (Seneviratne et al., 2012) and are summarised in Figure 14.32. Table 14.2 presents a quantitative summary of the regional area-averages for three projection periods (near future, middle century and end of century) in the RCP4.5 scenario (Similar tables for RCP2.6, RCP6.0 and RCP8.5 are found in the Chapter 14 Supplementary Material).

Uncertainty in future regional climate change arises from several sources similar to those identified for global mean temperature (see Chapters 8, 11, and 12). However, there is generally more uncertainty in regional climate projections than for global mean projections and the relative importance of the sources differs (Deser et al., 2012). Sampling uncertainty due to natural variability is much larger for regional area-averages than for global means, which makes detection and attribution less tractable at the regional scale (Chapter 10). Spatial variations in aerosol forcing (Chapter 7) and land use/cover changes (DeFries et al., 2002; Moss et al., 2010) become more important forcings and sources of uncertainty on regional scales.

Model uncertainty in regional climate responses is also large and depends on the variable, for example, climate models agree more readily on the sign and magnitude of temperature changes than for precipitation changes (IPCC, 2007b). Despite all these sources of uncertainty, credibility in regional climate change projections may be improved by identifying key drivers of the change and then evaluating how well climate models simulate such processes.

This regional assessment aims to assess the scientific basis for future regional climate change by interpreting regional projections in terms of projected changes in large-scale climate phenomena. The assessment has several caveats. Firstly, it focuses on surface air temperature and precipitation changes and so does not provide all the information required for subsequent impact studies, e.g., other less certain aspects of the water cycle (see Chapter 12) such as evapo-transpiration required for hydrological impacts. Secondly, it only attempts to interpret changes in terms of the large-scale phenomena assessed in Sections 14.2–14.6. Other processes can also be important for regional climate change (see Sections 14.1.2 and the attribution assessment in Section 10.6.1). Thirdly, this assessment is based primarily on multi-model ensemble projections from general circulation models (e.g., CMIP5 output shown in Annex I) with no attempt to bias correct or downscale climate model output to match observations. The model spread shown in Annex I takes no account of model discrepancies and so is neither a complete nor reliable estimate of the uncertainty in future observables. Regional climate assessments involve additional uncertainty due to the use of a cascade of uncertainty through the hierarchy of models needed to generate local information (e.g., calibration uncertainty due to choice of downscaling scheme). Climate model discrepancies and regional downscaling methods are evaluated in Chapter 9.

[INSERT FIGURE 14.32 HERE]

Figure 14.32: Spatial extent of 26 sub-regions covering different climate zones. Analyses in this chapter are performed for land grid points only, unless stated otherwise in the text. Region names and coordinates are given in Table 14.2. See also Seneviratne et al. (2012). [To be updated and confirmed with Atlas].

[INSERT TABLE 14.2 HERE]

Table 14.2: Temperature and precipitation projections by the CMIP5 global models. Averages over SREX (Seneviratne et al., 2012) regions of the projections by a set of [xx] [this number is consistent with the models used in the Atlas] global models for the RCP4.5 scenario. The mean temperature and precipitation responses are first averaged for each model over the 1986–2005 period from the historical simulations and the 2016–2035, 2046–2065 and 2081–2100 periods of RCP4.5. Computing the difference between these two periods, the table shows the 25, 50 and 75 percentiles and the lowest and highest response among the [xx] models, for temperature in degrees Celsius and precipitation as a per cent change. The regions are defined by latitude/longitude boxes as specified in SREX. Information is provided for land areas contained in the boxes unless otherwise indicated. Where appropriate, the numbers refer to Figure 14.32. The
In this section, a brief overview of Arctic climate variability and change is presented, with references to the many other places in the report where climate change in this region is discussed in greater detail.

Arctic climate is affected by three modes of climate variability: NAO, PDO, and the AMO. These modes all have their greatest temperature impact at the region’s margins. For example, the NAO index is positively correlated with temperatures in the northeastern Eurasian sector, and adjacent coastal Arctic, and negatively correlated with temperatures in the Baffin Bay and Canadian Archipelago, but exhibits little relationship with temperature in the central Arctic (Polyakov et al., 2003). The PDO, meanwhile, plays a large role in temperature variability of Alaska and the Yukon (Hartmann and Wendler, 2005), being positive correlated with temperatures there. The AMO is positively associated with SST throughout the Arctic (Chylek et al., 2010; Chylek et al., 2009), especially as far north as the Barents Sea (Levitus et al., 2009). The significance of the NAO for Arctic climate may be more in its impact on sea ice through the associated surface wind field: Positive NAO anomalies result in detectable ice advection anomalies that would lead to ice thinning (Rigor et al., 2002). Other more analyses more confined to the Arctic have revealed atmospheric variability patterns unrelated to the NAO, PDO, or AMO, but directly linked to sea ice advection, thinning, and export out of the Arctic (Overland et al., 2008; Overland and Wang, 2005; Wu et al., 2006; Zhang et al., 2008b).

The surface and lower troposphere in Arctic and Pan-Arctic land areas have shown warming over the past three decades that is significantly larger than the global mean (Figures 2.8 and 2.13). Pan-Arctic temperature reconstructions based on proxy records from lake sediments, ice cores, and tree rings reveal that the observed warming is also highly unusual, and that Arctic temperatures over the past few decades have been significantly higher than any temperatures seen during the past 2000 years (Kaufman et al., 2009). Finally, the warm temperatures have been sustained in pan-Arctic land areas affected by the NAO and PDO as described above, despite the fact that both the PDO and the NAO have trended negative over the past decade. The absence of a connection between overall Arctic warming and NAO variability is particularly well-documented in the literature (Semenov, 2007; Turner et al., 2007b). Thus three factors all point towards a likely role for anthropogenic forcing in the warming of the Arctic region over the past few decades: The pattern match of anthropogenic and observed warming in the Arctic, the large magnitude of the warming compared with estimates of natural variability, and the difficulty in reconciling recent trends in known modes of natural variability with the observed warming trends. Observations have also shown an increase in winter cyclone activity over the Canadian Arctic over the last 50 years (Section 2.6.4). Because of a dearth of quality precipitation data, it is very difficult to assess whether precipitation trends over the past few decades in the Arctic drainage areas also show an increase (ACIA, 2005). However, river gauge observations do show consistent runoff increases of approximately 10% in rivers draining into the Arctic since about the mid-20th century (Richter-Menge and Overland, 2009). This could be driven partly by the indirect effects of warming, including permafrost and snow melt (Section 2.5.2) in addition to undetected precipitation increases. The Arctic has of course also experienced a dramatic and well-documented decline in sea ice (see Figure 9.24).

The CMIP3 models exhibited common biases in the Arctic region, including a cold bias in surface air temperature of 1–2°C, and a small positive bias in sea level pressure in the eastern Arctic (Chapman and Walsh, 2007a). There is a robust relationship between the temperature response and the model biases in both CMIP3 and CMIP5 that can be exploited to give more precise predictions of Arctic warming (Bracegirdle and Stephenson, 2012a; Bracegirdle and Stephenson, 2012b). There has been substantial progress in adapting community-based regional climate models for polar climate applications (Wilson et al., 2012). These models have been extensively evaluated, particularly with regard to their ability to simulate Arctic clouds, surface heat fluxes, and boundary layer processes (Inoue et al., 2006; Rinke et al., 2006; Tjernstrom et al., 2004). Such models have been used to improve simulations of Arctic-specific climate processes, such as glacial...
mass balance (Zhang et al., 2007a). However, there has not been a systematic effort to use regional climate
models to project Arctic climate change, as with some other regions.

The CMIP5 model simulations show an ensemble-mean polar amplification warming that is quantitatively
very similar to previous CMIP3 model simulations (Bracegirdle and Stephenson, 2012b). The warming is
greatest in DJF, due in large part to a thinning of sea ice and an increase in heat flux from the relatively
warm ocean to the lowest atmospheric layers (e.g., Boé et al., 2009). For RCP4.5, ensemble wintertime
warming rises to 5°C over pan-Arctic land areas by the end of the 21st century, and about 8°C over the
Arctic Ocean. Throughout the 21st century, the warming exceeds simulated estimates of internal variability
(Figure AI.8). The RCP4.5 ensemble-mean warming is more modest in JJA (Figure A1.9), reaching about
3.5°C by the end of the century over land, and a little over 2°C over the ocean. The summertime warming
exceeds internal variability estimates by about the middle of the 21st century. The overall Arctic warming is
much larger than in the tropics or mid-latitudes, exhibiting the so-called “polar amplification” pattern (see
Box 5.1). These simulated anthropogenic seasonal warming patterns match qualitatively the observed
warming patterns over the past six decades (AMAP, 2011). This indicates that the future temperature
evolution of Arctic climate on decadal time scales and longer will likely continue to be dominated by the
signals of anthropogenic climate change.

Increasing precipitation is another important manifestation of Arctic climate change. The CMIP5 models
robustly project increased moisture flux convergence and precipitation in the pan-Arctic region over the 21st
century, as did their AR4 counterparts (Kattsov et al., 2007; Rawlins et al., 2010). Under the RCP4.5
scenario, the cold-season, ensemble-mean precipitation increases roughly 20–30% by the end of the 21st
century (Figure A1.10). However, this signal does not rise consistently above the noise of simulated internal
precipitation variability until mid-century. During the warm season, the precipitation increases are somewhat
smaller, on the order of 10%, though these signals also rise above variability at roughly mid-century (Figure
A1.11). Throughout the year, the precipitation increase is generally larger over the Arctic itself than over the
adjacent land areas. The inter-model spread in the precipitation increase is generally as large as the
ensemble-mean signal itself. The CMIP3 models also diverged widely in the quantitative details of projected
Arctic hydrologic change (Holland and Webster, 2007). However, since nearly all models project a large
precipitation increase rising above the variability year-round, it is likely the pan-Arctic region will
experience a statistically-significant increase in precipitation by mid-century.

There is extensive discussion of Arctic sea ice loss, including the origin of the recent observed loss (Section
5.4.1.5, Chapter 10), projections of sea ice change (Chapters 11 and 12) and their quality (Sections 9.4.3 and
9.8.3 and Chapter 11). Here we simply note that internal variability processes also strongly affect sea ice
anomalies on interannual time scales in both positive and negative senses. These processes include Arctic-
centred atmospheric circulation anomalies (noted above), cloud variations (Kay et al., 2008), and ocean
circulation (Smedsrud et al., 2008). Therefore, ice loss or gain in any particular year cannot be taken as an
indication of a trend due to anthropogenic forcing, or lack thereof.

In summary, there is high confidence that future temperature evolution of Arctic climate on decadal time
scales and longer will likely continue to be dominated by the signals of anthropogenic climate change. It is
likely the pan-Arctic region will experience a significant increase in precipitation by mid-century. There is
high confidence that Arctic sea ice anomalies exhibit substantial interannual variability, so that ice loss or
gain in any particular year cannot be taken as an indication or absence of a long-term trend due to
anthropogenic forcing.

14.7.3 North America

The climate of North America (NA) is mainly affected by the following modes of variability: NAO, ENSO,
PNA, PDO, and the NAMS. The NAO affects Eastern NA during winter. Positive NAO brings warmer
temperatures to this zone, and a northward shift of the storm track (Hurrell et al., 2003). Positive PNA also
affects wintertime climate, and brings warmer temperatures to northern Western NA and Alaska, cooler
temperatures to the southern part of Eastern NA, and dry conditions to much of Eastern NA (Nigam, 2003).
The PNA can also be excited by ENSO-related SST anomalies, providing a link between ENSO and NA
clim ate (HOREL and WALLACE, 1981; Nigam, 2003). Storm track disturbances over North America may
link the PNA and NAO patterns (Li and Lau, 2011; Li and Lau, 2012a). The PDO is associated with NA
climate anomalies that resemble those of the PNA, though the PDO is associated with much longer time
dependent variability. Positive anomalies of the NAMS bring excess rainfall to the northern portion of Central
America and Mexico and the southern portion of Western NA during summer (Gutzler, 2004). Tropical
Atlantic SST and the modes shaping it (AMM and AMO) may affect the frequency and intensity of such
disturbances (Cassou et al., 2007; Emanuel, 2007; Goldenberg et al., 2001; Landsea et al., 1999; Smirnov
and Vimont, 2011; Vimont and Kossin, 2007).

Assessment of historical trends in this region is complicated somewhat by systematic changes in spatial
coverage, especially the small number of stations in Western NA early in the 20th century (Shen et al.,
2012). Nonetheless, a general surface warming trend has been documented over NA in the last century,
particularly in the last 50 years (see Chapter 2). This warming is particularly large over Alaska and northern
Western NA during winter and spring (i.e., MAM) and the northern part of Eastern NA during summer (i.e.,
JJA) (Zhang et al., 2011c). There is also a cooling tendency over Central and Eastern NA (i.e., the “warming
hole” discussed in Section 2.7.1 of Chapter 2) during spring (Bukovsky, 2012) which is absent in lower
tropospheric temperature (cf. Chapter 2, Figure 2.13). Land-use and land-cover change could also play in a
role in these surface temperature changes; however, investigations of this effect have not led to a clear
consensus (Avila et al., 2012; Fall et al., 2010). The warming has also been associated with a systematic
decline in the North American snowpack (Brown and Mote, 2009; McCabe and Wolock, 2010), though the
snowpack decline may also stem partly from increasing black carbon deposition on snow (Qian et al.,
2009b). While these regionally coherent trends toward earlier spring melt across Western NA are influenced
in part by PDO phase, the trend spans PDO phases (Stewart et al., 2005). The decline is particularly large in
the late spring, when temperatures rise above freezing that warming ought to cause additional
snowmelt (Kapnick and Hall, 2011). Reductions in Western NA snowpack over the last 50 years of the 20th
century exceed model estimates of trends expected to occur by chance due to internal variability alone
(Pierce et al., 2008). In addition, tree-ring evidence reveals that the size and geographical coherence of late
20th century western North American snowpack reductions have no precedent in the last thousand years
(Pederson, 2011). Thus both model and observational evidence indicate anthropogenic changes in snowpack
are already underway.

Consistent with the trends of mean surface temperature, extremes defined with reference to the lower 10th
and upper 90th percentiles also exhibit secular changes. Cold days and nights have been shown to decrease
in the last half century over NA, while warm days and nights have increased (see Chapter 2). These trends
are especially apparent for nightly extremes (Vincent et al., 2007). It is unclear whether there have been
trends in mean precipitation over the last 50 years. For example, some studies have significant positive
trends over Eastern and northern Western NA while others have found none over NA (Chapter 2, Zhang et
al., 2011b). The extremes in precipitation have been found to be increasing overall in NA, especially over
Central and Eastern NA (see Chapter 2 and SREX).

Since the AR4, numerous regional modeling experiments have been performed over NA, with the aim of
reducing model biases partly through increased resolution. In general, these experiments have focused on
reproducing the climate record of the past few decades, and model biases have decreased as the resolutions
have increased, though not always substantially. One program, the North American Regional Climate
Change Assessment Program (NARCCAP), created a series of RCM-GCM simulations for the entire
continent at 50-km resolution. When forced by reanalysis data, the NARCCAP suite generally reproduces
the seasonal and geographical distributions of temperature and precipitation within the range of
observational error, though the simulation quality for precipitation is distinctly lower, as is the case with
global models (Gutowski, 2010; Mearns et al., 2012; Wang et al., 2009b). Other regional modeling
experiments covering only portions of NA have demonstrated bias reductions as resolution increases (Liang
et al., 2008a; Lim et al., 2011; Yeung et al., 2011). Bias reduction is especially large (e.g., compared to
GCMs and NARCCAP simulations (Salzmann and Mearns, 2012)) in the case of snowpack in Western NA,
as revealed by 2- to 20-km resolution regional simulations focused within Western NA (Pavelsky et al.,
2011; Qian et al., 2010b; Rasmussen, 2011; Salathe Jr et al., 2010). This is virtually certain to be a reflection
of the importance of resolving topography in simulating snowpack distributions accurately. In general, since
the AR4 there has been substantial progress in understanding the strengths and limitations of regional
modeling techniques in simulating NA climate of the past few decades. However, with the exception of
changes in the snowpack over Western NA and Canada, where the higher resolution of regional models
almost certainly enhances credibility in this specific dimension of climate change, there is little progress to report in understanding the added value of using regional models to simulate climate change.

The NA warming patterns in the RCP4.5 CMIP5 projections are generally similar to those of CMIP3 (Figures A1.4 and A1.5). Land generally warms more than the oceans, an effect that is particularly apparent in the five northernmost NA regions (1-5). There is a pronounced seasonality to this pattern. In the wintertime, the warming is greatest in Alaska and Canada/Greenland (Figures A1.12 and A1.16), while in the summertime, the maximum warming shifts south, to Western, Central, and Eastern NA. Examining the early 21st century (2016–2035) CMIP5 warming projections of the less sensitive models (25th percentile, i.e., upper left maps in Figures A1.12, A1.13, A1.16, A1.17, A1.20 A1.21, A1.24, and A1.25), the near-term warming exceeds internal variability estimates in most cases. The only exceptions are Alaska, parts of Western, Central, and Eastern NA, and Canada/Greenland during winter, when internal variability due to the wintertime storm track is large enough even to overwhelm the large warming signals in some GCMs. By 2046–2065, the warming in all regions exceeds the internal variability estimate, even for the less sensitive models. Thus it is very likely that the warming signal will be large compared to internal variability in all NA regions throughout the year by mid-century. Analysis of CMIP3 models showed that this degree of warming leads to a two to four fold increase in the frequency of heat waves over the course of the 21st century (Lau and Nath, 2012). As with the CMIP3 models, projected changes in snowpack are difficult to assess with the CMIP5 models because of poorly resolved topography in Western NA.

Anthropogenic climate change may also bring with it systematic changes in the precipitation distribution over NA. As with previous generations of models, projections by CMIP5 models robustly produce an increase in wintertime precipitation over the northern half of NA (Figure A1.19). This is in part associated with increased moisture in the warmer atmosphere yielding increased moisture convergence and in part with a poleward shift in wintertime extratropical cyclone activity (see Box 14.3) over the continent. This change is also consistent with model projections of positive NAO trends in response to increased concentrations of greenhouse gases diagnosed in AR4 (Hori et al., 2007; Karpechko, 2010; Zhu and Wang, 2010). Thus Canada/Greenland and Alaska will likely experience a substantial October to March precipitation increase over the remainder of the 21st century. The projection of positive wintertime increases extends southward into substantial portions of the USA (northern portions of SREX regions 3–5), especially in December to February (Maloney, 2012b; Neelin et al., 2012) but with increasing dependence on location and decreasing certainty as one moves southward toward the region of projected precipitation decrease in the subtropics that affects Central America and Mexico. April to September precipitation also exhibits robust increases in Alaska and northern Canada (regions 1 and 2; Figures A1.19 and A1.22) by end of century. See also Table 14.2 for details about CMIP5 results for RCP4.5.

The robustness of the precipitation change as evaluated using 20-year averages in the RCP4.5 scenario is less clear over the rest of NA (Figure A1.27), until one arrives at the Central American/Caribbean region (Section 14.7.4) where robust drying is found, consistent with CMIP3 results (Neelin et al., 2006; Rauscher et al., 2008; Seth et al., 2010). In RCP8.5, where the signal is stronger, (Maloney, 2012b) notes agreement among CMIP5 models on the sign of precipitation reduction in the northern portions of Western NA and Central NA. Assessment of CMIP3 models had noted a 21st-century decrease in precipitation across much of the southern portion of Western NA, accompanied by a robust evaporation increase characteristic of mid-latitude continental warming, leading in turn to a drying trend in regional hydro climate (Seager and Vecchi, 2010; Seager, 2007) and an increase in the occurrence of drought (Gutzler and Robbins, 2011; Sheffield and Wood, 2008). There is also broad consistency in the simulated anthropogenic patterns of hydro climate change in western NA and the patterns of hydro climate change observed over the course of the 20th century (Barnett et al., 2008), including the distinct dry period over the past decade (Cayan et al., 2010). However, there is disagreement as to whether the recent observed changes have a magnitude large enough to be attributable to anthropogenic forcing (Das et al., 2009; Seager and Vecchi, 2010) and there is some correlation between model drying and overestimates of historical precipitation (McAfee et al., 2011). Despite shifts in the boundary between mid-to-high latitude precipitation increases and subtropical decreases in CMIP5 relative to the CMIP3 ensemble in some parts of Western NA, the overall pattern remains consistent. Consistency of simulations of anthropogenic changes in Western NA hydro climate among themselves and with observations suggests the region may be particularly vulnerable to future reductions in water resource availability. A key remaining uncertainty in future hydro climate in Western NA is the impact of anthropogenic changes in tropical Pacific SST, since the region exhibits a documented precipitation increase.
sensitivity to SST modes in the equatorial Pacific (Cayan et al., 1999; Findell and Delworth, 2010) through the PNA mode of variability; unfortunately global models do not provide consistent information regarding anthropogenic changes in the equatorial Pacific SST (Seager and Vecchi, 2010).

In summary, it is very likely that the anthropogenic warming signal will be large compared to internal variability in all NA regions throughout the year by mid-century. It is likely that the northern half of NA will experience an increase in precipitation over the 21st century, while Mexico and Central America will experience a decrease.

14.7.4 Central America and Caribbean

The annual cycle of Central American and Caribbean climate is the result of air–sea interactions over the Western Hemisphere warm pool (WHWP) in the tropical eastern north Pacific and the Intra Americas Seas (IAS) (Amador et al., 2006; Wang et al., 2007). As in many other regions, interactions between transients and the mean flow shape the mean circulation. For instance, the Caribbean Low Level Jet (CLLJ) is a key element of the region’s summer climate (Cook and Vizy, 2010) and is controlled by the size and intensity of the WHWP. The mechanism linking the size of the WHWP to the atmospheric circulation is the so-called “Gill atmosphere” response to an off-equatorial warm anomaly. An anomalously large WHWP is associated with a weakened CLLJ and increased rainfall over the IAS, decreased moisture transports into the eastern North Pacific and eastern North America, increased relative humidity, and decreased vertical wind shear (Wang et al., 2008b). The opposite relationships are associated with an anomalously small WHWP.

Observational analyses point to reduced precipitation in the IAS region. Comarazamy and Gonzalez (2011) found that increased easterly surface winds over Puerto Rico from 1950 to 2000 disrupted a pattern of inland moisture advection and convergence, increasing cloud base heights and reducing total column liquid water content over high elevations. This translated into a dramatic decrease in accumulated precipitation during the early rainfall season (April to June), consistent with the stronger CLLJ found in model projections of future climate. However, interdecadal climate variations in the Mesoamerican and Caribbean region can be large, and trends in precipitation should be considered in this context. Prolonged dry or wet periods in the region are related to the combined effect of decadal variability of the Pacific and Atlantic oceans (Mendoza et al., 2007; Mendoza et al., 2007; Seager et al., 2009).

Most CMIP3 models project a warmer and drier climate for the IAS region (IPCC, 2007), with increased vertical wind shear over the tropical North Atlantic and reduced relative humidity (Vecchi and Soden, 2007b). (Tropical Atlantic features are discussed in more detail in Section 14.3.4.) When considered solely in light of local mechanisms such as the “Gill atmosphere” response described above, such projections are apparently not consistent with the large increase in SST in the WHWP also seen in the CMIP3 models. However, the atmospheric circulation change is not determined by local SST changes, but also by the larger-scale distribution of the warming—in other words, the competition between the SST changes in the WHWP and those of the Indo-Pacific warm pool (Latif et al., 2007; Vecchi and Soden, 2007c). The tropical North Atlantic warms considerably less than the tropical Pacific in the CMIP3 models due to a reduced Atlantic meridional overturning circulation. Thus in this global context of relative SST change, the WHWP actually shrinks, explaining the reduced precipitation in the IAS region. In addition, because tropospheric humidity is reduced and vertical wind shear increased, overall tropical cyclone activity decreases in embedded models that resolve these mesoscale disturbances (Knutson et al., 2008). This may also have an important effect in reducing total precipitation in the region. The CMIP5 projections also show AMOC weakening in the 21st century (Chapter 12, Section 12.4.7.2).

There are only a few examples of dynamical and statistical downscaling covering the Mesoamerican region. Those that have been done show mid-21st century warming for the region between 2°C and 3°C, depending on location, scenario and the model under consideration (Karmalkar et al., 2011; Rauscher et al., 2008; Vergara, 2007). Most downscaling exercises project precipitation decreases over most of Mesoamerica, similar to the hydrologic response in the driving global models. However, only a few have considered the role of key elements of the region’s climate, such as easterly wave activity, mesoscale phenomena such as tropical cyclones, or interannual variability mechanisms associated with ENSO (Karmalkar et al., 2011). Dynamical downscaling using the RAMS model forced by HADGEM2-ES for RCP4.5 and RCP8.5 indicated decreased annual rainfall over Caribbean and northern Central America over the 21st century.
In Central America and the Caribbean region, CMIP5 models under RCP4.5 project an ensemble-mean warming of 1°C–3°C by the end of the 21st century for DJF and JJA (Figure AI.24 and Table 14.2). In the October to March period, the ensemble-mean precipitation change shows a decrease between 10–30% in the northern sector of Central America, including Mexico. In the Caribbean region, the precipitation projections also indicate a 10–30% reduction over most of the region, except for an increase in the northern sector over Cuba (Figure AI.26). In the April to September period, the zone of reduction in projected precipitation expands over all of Central America and the entire Caribbean region, though the reduction’s magnitude remains the same, about 10–30% (Figure AI.27). The changes are larger than the standard deviation of model estimated internal variability of 20-year mean anomalies.

In summary, there is medium confidence that most of the Central American and Caribbean region will continue to experience a precipitation reduction over the coming century, as the tropical North Atlantic and Caribbean warm less than the tropical North Pacific, and atmospheric convection in the region therefore becomes less frequent.

### 14.7.5 South America

South America is affected by intraseasonal, interannual and multidecadal modes of variability. The Pacific Ocean (ENSO-Section 14.4) and Atlantic Ocean (Sea Surface Temperature-SST tropical gradient-Section 14.3.4) have a role in interannual variability of several regions of this continent. Teleconnections such as the Pacific South American pattern (PSA-Section 14.6.2); the Southern Annular Mode (SAM-Section 14.5.2) and the Indian Ocean Dipole (IOD-Section 14.3.3) are related to climate variability over South America. The South American Monsoon System (SAMS-Section 14.2.3.2) is responsible for the rainy season in large areas of the continent. The South Atlantic Convergence Zone (SACZ-Section 14.3.1.3) and Atlantic Intertropical Convergence Zone (ITCZ-Section 14.3.1.1) also affect precipitation in large areas.

ENSO is one of the main sources of interannual variability. Northeast Brazil is affected by droughts in El Niño and floods in La Niña, while large areas of La Plata basin (LPB; southeastern South America) have the opposite signal.

Aside from Pacific Ocean influences on South America, tropical Atlantic SST anomalies also affect precipitation over northern and northeastern South America through position and intensity of the ITCZ. The ITCZ shifts southwards due to increased aerosol over North Atlantic, reducing North Atlantic SST (Chang et al., 2011). The Atlantic thermohaline circulation (Stouffer et al., 2006) can affect precipitation over Northeast Brazil. Changes in the North Atlantic Oscillation (NAO-Section 14.5.1) affect Atlantic SST and the ITCZ position (Souza and Cavalcanti, 2009). The north-south Atlantic SST gradient has high negative correlation with precipitation over Amazonia and Northeast Brazil (Good et al., 2008). North Atlantic SST anomalies in 2005 and 2010 were related to extreme droughts in Amazonia, considered the worst since 1950 (Marengo et al., 2008). AGCM (Harris et al., 2008) and CGCM experiments under a 1% CO₂ increase (Good et al., 2008) indicated a relationship between the Atlantic SST gradient and precipitation in southern Amazonia (see also Chapter 12). Precipitation over southeastern South America and southeastern Brazil is influenced by the Southern Annular Mode (Section 14.5.2; (Reboita et al., 2009); (Vasconcellos and Cavalcanti, 2010)) and PSA (Section 14.6.2), via changes in storm tracks, jet stream position and intensification of anomalous circulation centres.

Extreme droughts and floods have occurred more frequently in recent years in several regions of the globe (SREX-Chapter 3). Positive extreme precipitation trends have been identified in several regions of South America, mainly in southeastern South America, central-northern Argentina, and northwestern Peru and Ecuador. Negative trends were observed in southern Chile (Chapter 2, Section 2.7; Dufek et al., 2008; Marengo et al., 2009; Re and Barros, 2009).

Positive trends in minimum temperature have been observed in several areas of southeastern South America (Marengo and Camargo, 2008; Marengo et al., 2009; Rusticucci and Barrucand, 2004; Rusticucci and Renom, 2008; SREX Chapter 3). Significant correlations were found between number of summertime cold
nights in Uruguay and the negative phase of the SAM between 1949 and 1975, but the correlation was not seen in the period 1976 to 2005 (Renom et al., 2011).

CMIP5 models reproduce the annual cycle of precipitation over South America, although the multi-model mean underestimates rainfall over large areas of the continent (Chapter 9). The main features of precipitation were reproduced by a set of regional models, such as the rainfall minimum in Northeast Brazil and central Argentina, and the maximum over western Amazonia extending to the SACZ region (Solman et al., 2011).

Comparison of extreme temperature indices from CMIP3 20th century simulations with observations indicates that the number of warm nights is better represented than the number of frost days (Rusticucci et al., 2010). Trends toward warmer nights in CMIP3 models (Rusticucci et al., 2010; Marengo et al., 2010b) are also obtained in regional models (Marengo et al., 2009) and are consistent with global-scale results of SREX (Chapter 3, Section 3.3). In general, models results are consistent with the observed tendencies of the last few decades (e.g., Haylock et al., 2006). CMIP3 models are able to simulate precipitation indices over South America, such as R95t, but have difficulty simulating R10 or CDD (Rusticucci et al., 2010).

Ensemble-mean temperature projections for the RCP4.5 scenario of CMIP5 models show higher temperatures for all four SREX sub-regions (Amazonas: AMZ, Northeast Brazil: NEB, West Coast: WSA, Southeastern South America: SESA) at the end of 21st century compared to the 1986–2005 period. The median model temperature (°C) values increase from (DJF: 1.0, 1.0, 0.9, 0.9; JJA: 1.1, 1.1, 1.0, 0.8) in RCP2.8 to (DJF: 4.2, 3.8, 3.8, 3.9; JJA: 4.7, 4.9, 4.2, 3.5) in RCP8.5. In RCP4.5, based on the 25% and 75% percentiles, the projected temperature (°C) change in DJF varies between (AMZ: 1.8 and 2.9; NEB: 1.6 and 2.5; WSA: 1.6 and 2.3; SESA: 1.4 and 2.3) and in JJA between (AMZ: 1.8 and 2.9; NEB: 1.7 and 2.6; WSA: 1.7 and 2.5; SESA: 1.3 and 2.0) (see Table 14.2, Figures AI.28–AI.29 and AI.32–AI.33, and the Supplementary Material for different time windows and four different RCPs). The RCP4.5 changes are larger in southeastern Amazonia (up to 3.5°C in the austral winter season), and the northwestern region (up to 3°C in the summer season, see Figures AI.40–AI.42.) In the AR4, the largest warming was in central Amazonia in austral winter, up to 4°C in scenario A1B (AR4 Chapter11). Changes in temperature projected by a set of regional climate models (RCMs) forced by a range of CMIP3 models (A1B scenario) agree that the largest warming at the end of the 21st century is found over the southern Amazon during winter, but the warming is greater than that of both the CMIP3 and CMIP5 global models—between 4°C and 5°C (Figure 14.33). During summer, though all RCM models project temperature increases, the spatial distribution and magnitude of the warming vary from model to model. Land-surface processes, which become more relevant during summer, are treated differently by each RCM, explaining this large spread. Solman et al. (2012) also showed that regional models have larger biases and larger uncertainty over tropical than subtropical regions. Regional models project greater frequency of warm nights over South America, except in parts of Argentina, and a reduction of cold nights over the whole continent (Marengo et al., 2009). Results for South America presented in SREX Chapter 3 indicate a likely increase of warm days and nights, and a reduction of cold days and nights in all regions of South America. Finally, it is likely that heat waves will become more frequent in Amazonia, Northeast and the west coast of South America.

The precipitation projections for this century show distinct sub-regional and seasonally-dependent differences. In October to March, all regions are projected to receive practically unaltered precipitation amounts by the end of the century, with median model values between –3% – 3% in RCP2.6 as well as RCP8.5, with the exception of SESA, where a more clear change in RCP8.5 of an 11% increase is seen. The 25% and 75% percentile range for the end of century projection in RCP4.5 are for AMZ: –3% – 2%, NEB: –5% – 6%, WSA: 1% – 5%; SESA: 0% – 5%, respectively. In the half year (April to September), the projected changes are remain small in both RCP2.6 and RCP8.5, but with a reduction of –9% and –18% in RCP8.5 for AMZ and NEB. The percentile ranges in RCP4.5 are for AMZ: –4% – 1%, NEB: –15% – 3%, WSA: –2% – 3%; SESA: 0% – 8%, respectively (see Table 14.2, Figures AI.30–AI.31 and AI.34–AI.35, and the Supplementary Material for different time windows and four different RCPs). This suggest that only the reduction in NEB in April to September is a robust multi-model result, although the inter-model spread is relatively high in both half year periods.

The RCP4.5 CMIP5 precipitation projections for the end of the 21st century show an increase (5–20%) for October to March over the southern sector of Southeast Brazil and LPB, over the northwest coast of South America and in the Atlantic ITCZ, extending to a small area of northeastern Brazil coast (Atlas Figures
Precipitation changes projected by a set of regional models forced by a suite of CMIP3 models suggests some projected changes discussed above are significant and larger than the standard deviation of the internal variability of 20-year mean anomalies.

**Figure 14.33:** Precipitation changes (2071–2100) – (1961–1990) projected by three members of RCA, LMDZ, REMO, REgCM3, PROMES, ETA, and the ensemble mean.

Precipitation changes projected by a set of regional models forced by a suite of CMIP3 models suggests some projected changes discussed above are significant and larger than the standard deviation of the internal variability of 20-year mean anomalies.

Ensemble projections of the end of the 21st century with 20- and 60-km meshes using the MRI AGCM show an increase in precipitation intensity over almost the entire continent, especially in the southeast and north (Kitoh et al., 2011). At the same time, a large increase in consecutive dry days is projected over the western part of the Amazon and Central Brazil. Extreme precipitation events increase in the LPB during all seasons but spring. The annual-mean maximum number of consecutive dry days (CDD index) increases over central Brazil and eastern Amazon, but decreases in western Amazonia, the Bolivian lowland and northwestern Argentina. No clear pattern of change for this index was found over the LPB (Sörensson et al., 2010). The number of consecutive dry days increases in northeastern South America in the projections (Marengo et al., 2009). However, in the SREX report, there was low to medium confidence in South America precipitation trends. There was medium confidence that heavy rainfall events will occur with increasing frequency in the Northeast, the northern sector of the Southeast, and west coast of tropical South America. Medium confidence was also associated with an increase of dry days in Northeast Brazil.

Precipitation changes over South America projected by some models are consistent with El Niño influences, e.g., a rainfall increase over southeastern and southwestern South America and a decrease over the Northeast (Marengo et al., 2009). A study with the ECHAM5-O model indicated that the ENSO connection with southeastern South America could weaken in the future (Grimm and Natori, 2006; Grimm, 2011). However, there is no consensus about future ENSO behavior (Coelho and Goddard, 2009; Chapter 10; Section 14.4).

Trends in Pacific SST and east –west SST gradients show different results depending on the dataset used (Chapter 2).

The precipitation increase in the southern center of the South America dipole (Section 14.3.3) can be related to a strengthening and displacement of the PSA in future projections (Junquas et al., 2011). The precipitation increase in the southern sector may have also a contribution from a more frequent Low Level Jet (LLJ) (Soares and Marengo, 2009). An increase in low-level meridional winds over the continent (Nunez et al.,...
2009) could represent an increase in LLJ frequency. Increased moisture flux from the Amazon to the LPB is consistent with the precipitation increase in the southern regions.

The CMIP3 projections indicate an increase of Sea Level Pressure in the South Atlantic (Seth et al., 2010) as the Subtropical High is displaced polewards, related to the positive trend of the SAM and a poleward shift of the storm tracks. This shift has an impact on zones of cyclogenesis activity off the Southeast South American coast, where future climate simulations indicate they would be displaced to the south (Kruger et al., 2011). Analyses of CMIP3 models show little impact on extreme precipitation over South Hemisphere continents from SAM changes during the last thirty years of the 21st century, except in Patagonia and southern Australia (Menendez et al., 2010).

Chile becomes drier in CMIP3, RCM, and CMIP5 future projections (AR4 and Annex I: Atlas). The poleward shift of the storm tracks is consistent with this projected precipitation decrease. Several CMIP3 projections and a projection from an RCM indicate an increase in southerly winds close to the southwestern South America coast and an extension of the upwelling region southward (Garreaud and Falvey, 2009). These changes lead to coastal SST decrease and reduced temperatures in coastal areas. A multi-model analysis of 11 CMIP3 models under the A2 scenario shows a summertime increase in mid and upper level westerly flow over the central Andes, resulting in a moisture transport decrease from the interior of the continent towards the Altiplano, This reduces precipitation there by 10-30% relative to current values (Minvielle and Garreaud, 2011).

In summary, based on the agreement of several studies and models, it is very likely that precipitation will increase in La Plata basin and northwestern coast of South America and will decrease in Northeastern Brazil, eastern Amazonia and Chile. There is medium confidence in extreme precipitation trends in Northeast, northern sector of Southeast and west coast of tropical South America. It is very likely that temperatures will increase over the whole continent, with greatest warming projected in southern Amazonia. It is very likely there will be an increase of extremely warm days and nights, and a reduction of extremely cold days and nights in most regions of South America. It is likely that the heat waves will become more frequent in Amazonia, Northeast and west coast of South America.

### 14.7.6 Europe and Mediterranean

This region includes the whole European territory along with the North Africa and West Asia rims of the Mediterranean basin, and is here divided into three sub-regions named as Northern Europe (NE), Central Europe (CE) and Mediterranean (MD).

#### 14.7.6.1 Modes of Variability

The most relevant phenomena affecting climate variability in diverse periods and time-scales are those related to the extratropical large-scale atmospheric circulation: NAO (see Section 14.5.1) and blocking (see Section 14.6.3). Other patterns such as the East-Atlantic (EA) pattern are also required to describe the strength and position of the North Atlantic jet and storm track, which strongly influence weather and climate in the region (Seierstad et al., 2007; Woollings et al., 2010). The EA pattern resembles the NAO but displaced and enhanced over the MD (Krichak and Alpert, 2005). These variabilities modes in turn seem to be modulated by interactions with Atlantic SST (AMO pattern) and tropical phenomena, in particular ENSO, MJO and Indian summer Monsoon (see Sections 14.5 and 14.6).

Cold season precipitation (October to March) variations are strongly associated with NAO. In the positive (negative) phase higher (lower) than normal precipitation prevails in the NE and CE sub-regions while in the MD an opposite behavior is observed, possibly with the exception of the eastern and south-eastern rims of the basin (Feliks et al., 2010). There is evidence that the NAO-precipitation teleconnection patterns have changed in the past (Hirschi and Seneviratne, 2010) and that the relationships are scenario-dependent in climate simulations (Vicente-Serrano and López-Moreno, 2008). The summertime NAO has a more northerly position and a smaller extent and thus a weaker but still perceptible influence on the region. In its positive (negative) phase higher (lower) than normal summer temperatures are experienced all over Europe, except in the eastern MD, and less (more) than normal rainfall in NE and CE (Folland et al., 2009; Mariotti and Dell'Aquila, 2011).
Europe is among the regions with most frequent blocking events in the world (Woollings, 2010). The persistence of this phenomenon leads to strong climate anomalies of different sign depending on the location of the high-pressure centre that diverts the westerly storms around. When it is located over Scandinavia-West Russia higher than normal precipitation (dry, cold) prevails over the MD (NE and CE) in the winter half, while the opposite occurs when the blocking forms over west-central Europe (Barriopedro et al., 2006). In the summer season heat-waves mostly occur during blocking situations (Dole et al., 2011).

Several studies have shown that the NAO and Blocking phenomena non-locally interact with other phenomena (Küttel and Lutterbacher, 2011; Pinto and Raible, 2012). For example Marullo et al. (2011b) showed that winter NAO anti-correlates with AMO and Folland et al. (2009) found a significant relationship between AMO and summer NAO variations, while other authors concluded that summer western European and MD heat waves are related to AMO (Della-Marte et al., 2007; Mariotti and Dell'Aquila, 2011). Through a complex chain of air-sea interactions Bulic and Kucharski (2012) explain the often observed time-lagged anomalies that ENSO events induce in large-scale circulation over the North-Atlantic European region: a positive (negative) ENSO event in winter leads to positive (negative) spring precipitation anomalies in Europe (Brönnimann, 2007; Shaman and Tziperman, 2011). Also Cassou (2008) showed that the diverse phases of MJO affects the wintertime daily NAO regimes with a time-lag of few days by an interaction mechanism between tropical forced Rossby waves and mid-latitude transient eddies. A similar mechanism is proposed between a strong Indian summer monsoon and above normal rainfall and below normal temperature over CE and the western NE along with positive temperature anomalies in the eastern MD, being the opposite situation during a weak monsoon (Lin and Wu, 2012).

14.7.6.2 Observed Changes

Deduced from the GHCN V3 global data set, the averages of annual temperature trends over the last decades (1979–2010) in each sub-region (NE: 0.48°C per decade; CE: 0.44°C per decade; MD: 0.34°C per decade) are all higher than the global 0.28°C per decade (Chapter 2, Table 2.1). In wintertime (DJF) the highest averaged trend was observed in NE (0.81°C per decade) while in summer (JJA) it was reached in CE and MD (above 0.58°C per decade). Although some of the winter trend in NE might be attributed to the well known positive NAO phase from the 1980’s to the 1990’s (Pinto and Raible, 2012) and for the summer trend to soil moisture deficit in CE and MD (Seneviratne et al., 2010), there is growing evidence that radiative forcing is likely the main contributor to such trends (Cattiaux et al., 2012). Furthermore climate models generally underestimate recent observed warming in the region (van Oldenborgh et al., 2009).

The precipitation trends in Europe (1970–2010) derived from GPCC data base present a large spatial variability albeit in average slight negative trends result in MD and positive in NE throughout the year while in CE there is a positive trend only in the warm half year. However most of these trends are not statistically significant, as commented in Chapter 2, Section 2.3.1.2.

Supporting AR4 conclusions, recent analyses of extreme events point to a very likely decreasing of the number of cold days and nights and an increase number of warm days and nights since 1950 in Europe (see Chapter 2). Heat waves can also be amplified by pre-existing dry soil conditions resulting from a precipitation deficit (Della-Marte et al., 2007; Vautard et al., 2007). This amplification of soil moisture-temperature feedbacks is suggested to have enhanced the duration of extreme summer heat waves in eastern MD during the latter part of the last Century (Hirschi et al., 2011).

Several studies for European countries indicate general increases in the intensity and frequency of extreme precipitation especially in winter during the last four decades however there are inconsistencies between studies, regions and seasons (Chapter 2). Extreme daily winter precipitation appears to have increased in NE and CE (Moberg and al., 2006; Zolina et al., 2008), albeit the trend in summer precipitation is weak or not spatially coherent (Bartholy and Pongracz, 2007; Pavan et al., 2008; Rodda et al., 2010), while uncertainties are larger in MD where there is a low confident in the trends (Chapter 2). A rather complete view on climate extremes over NE, CE and MD is presented in Seneviratne et al. (2012).

14.7.6.3 Model Quality GCMs and RCMs
There is encouraging evidence that since AR4 improved models, for example by increasing resolution, leads to improvements in the ability of models to simulate European climate. There are however, still significant differences between model simulations that prevent substantial uncertainty reduction (Woolings, 2010). The ability of climate models to simulate historical climate, its change, and its variability, has improved in many important respects since the AR4 (see Chapter 9). Particular examples relevant for Europe include: the large-scale circulation related modes, such as the NAO and blocking events, are better represented after the increasing of resolution in models (Marti et al., 2010); the improvements in the land surface and land-atmosphere coupling have led to a better representation of the soil-moisture impacts on temperature extremes in Europe (Hirschi et al., 2011) though some refinement is still needed; new coordinated RCM experiments and ensembles afforded an added value to coarser-resolution global model providing realistic spatial detail and improved representation of climate extremes (Christensen et al., 2010; Kjellstrom et al., 2011).

The errors and biases in global models are often related to smaller-scale features and higher-order statistics such as correlations and teleconnections while those in RCM mostly come from imperfections in boundary conditions (see Chapter 9). Therefore some systematic errors are still present to various degree like a tendency towards an enhanced warm bias in the warmer months of the year (Boberg and Christensen, 2012) or to underestimate precipitation trends (Christensen et al., 2008; van Haren et al., 2012). Nevertheless, climate models taken together provide realistic simulations of the large-scale features of the climate system but reproduce observed historical change with varying degree of fidelity over Europe and the Mediterranean (Lorenz and Jacob, 2010; van Oldenborgh et al., 2009).

### 14.7.6.4 Projected Changes and Uncertainties

The AR4 assessed that the projections at the time indicated that annual mean temperatures in Europe are likely to increase more than the global mean with the largest warming in NE in winter and in MD in summer (Christensen et al., 2007). The lowest winter temperatures in NE will likely increase more than the average, while maximum summer temperatures are likely to increase more than the average summer temperature in CE and MD. Annual precipitation is very likely to increase in NE and decrease in MD. Precipitation in CE will increase in winter but decrease in summer.

Recent studies have updated the assessment of the AR4 with more regional information for Europe based on analyses of multi-model ensembles of GCMs as well as RCMs or in combination. In general regional climate change amplitudes for temperature and precipitation follow the global warming amplitude (Kjellstrom et al., 2011), which confirms findings in AR4. Some new investigations have focused on the uncertainties associated with such projections. Based on a large ensemble of RCM-GCMs (Dequé et al., 2012) conclude that the temperature response is robust in spite of a considerable uncertainty related to choice of model combination (GCM/RCM) and sampling (natural variability), even for the near-future 2021-2050 time frame. For near future, based on an ensemble of CMIP3 21st century SRES A1B emission scenario simulations, Mariotti et al. (2008) show that the observed twentieth century precipitation decrease in the MD (Chapter 2) would be followed by a rapid drying from 2020 onwards. A recent investigation, also based on CMIP3 projections, suggests that in the MD “forced” changes are likely to become distinguishable from the “noise” created by internal decadal variations in decades beyond 2020–2030 (Giorgi and Bi, 2009). Hence, at least in the short term (roughly 10–30 years out), regional decadal anomalies and any potential for decadal predictability is likely to be critically dependant on the regional impacts of decadal modes of variability “internal” to the climate system. However, studies have also shown that NAO trends do not account for a large fraction of the future change in mean temperature or precipitation over Europe (Stephenson et al., 2006). Furthermore, since diverse modelling studies have clearly identified a possible amplification of temperature extremes by soil moisture state (Hirschi et al., 2011; Jaeger and Seneviratne, 2010), this mechanism could further magnifies the intensity and frequency of heat waves in the MR given the projected enhance of summer drying conditions in all of the global warming scenarios. Although there is a certain degree of inter-model consistency regarding MD temperature extremes, uncertainties need to be carefully evaluated. These include general evaluations of other forcing, such as land use change. In fact, land use change has been demonstrated to influence surface temperature extremes in a afforestation-deforestation study (Anav et al., 2010). Changes in land surface conditions may be as important or possibly more so in the summer season, as non-local phenomena affects in determining mean regional climate (Findell et al., 2009).
Recent assessment of projected changes in temperature and precipitation extremes generally confirmed AR4 (Seneviratne et al., 2012): The length, frequency, and/or intensity of warm spells or heat waves (defined with respect to present regional climate) were assessed to be very likely to increase over most Europe with the possible exception of Scandinavia. It is very likely that the frequency and intensity of winter precipitation will increase in the 21st century over NE and large part of CE but there is a notably inconsistency and low confidence over the MD since changes largely depend on region and model considered.

14.7.6.5 CMIP5 Model Projections

The projection for this century is further warming in all seasons and in the considered three sub-regions (NE, CE, MD) with median model temperature (°C) values increasing from (DJF: 1.7, 1.5, 1.1; JJA: 1.3, 1.5, 1.6) in RCP2.6 to (DJF: 6.1, 5.0, 3.9; JJA: 4.6, 5.6, 6.1) in RCP8.5. In RCP4.5, by the end of the century (2080–2099), based on the 25% and 75% percentiles the projected temperature (°C) change in DJF varies between (NE: 2.3 and 4.2; CE: 1.8 and 3.3; MD: 1.5 and 2.4) and in JJA between (NE: 1.6 and 3.1; CE: 2.1 and 3.4; MD: 2.5 and 3.6) (see Table 14.2, Figures AI.36–AI.37 and AI.40–AI.41, and the Supplementary Material for different time windows and four different RCPs).

The projection for this century shows some distinct sub-regional and seasonally dependent differences. In the winter half year (October to March), by the end of the century, NE and CE are projected to receive increased precipitation amounts with median model values increasing from 5% and 3% in RCP2.6 to 20% and 11% in RCP8.5, respectively, while MD will experience no change in RCP2.6 or a moderate reduction of −12% in RCP8.5 by the end of the century. The 25% and 75% percentile range for the end of century projection in RCP4.5 are for NE: 7% – 13%, CE: 3% – 12%, and ME: −8% – −1%, respectively. In the summer half year (April to September), the projected changes are relatively small for both NE and CE with a projected increase of 4% for both sub-regions in RCP2.6 to 7% and −9% in RCP8.5, but with a quite notable reduction in MD ranging from −2% in RCP2.6 to −25% in RCP8.5. The percentile ranges in RCP4.5 are for NE: 2% – 8%, CE: −8% – 5%, and ME: −18% – −6%, respectively (see Table 14.2, Figures AI.38–AI.39 and AI.42–AI.43, and the Supplementary Material for different time windows and four different RCPs).

In summary, since AR4 climate models appear to have improved fidelity in simulating aspects of large scale climate phenomena influencing regional climates over Europe and the Mediterranean. Multi-model experiments including CMIP5 still suffer from various limitations that challenge the interpretation of detailed regional changes. Model spread in projections of the future has not decreased substantially, which is partly a result of internal variability partly due to varying degrees of model deficiencies. When taking into account the limited role of climate phenomena in controlling changes in the mean, there is generally high confidence in models ability to project regional temperature changes, particularly for a specific climate scenario. It is therefore virtually certain that temperatures will show a positive trend throughout the century over all of Europe and the Mediterranean region and will be enhanced with the intensity of the anthropogenic radiative forcing. It is very likely that winter temperature will raise more in NE than in CE or MD sub-regions, while in summer the warming will be more intense in MD and CE than in NE. The length, frequency, and/or intensity of warm spells or heat waves are assessed to be very likely to increase throughout the region.

Projected precipitation changes show less clear signal given its characteristic high temporal variability, but there is medium confidence in an annual increase in NE and CE, while a decrease is likely in MD during the summer half year. It is very likely that the frequency and intensity of winter precipitation will increase in the 21st century over NE and CE but there is a notably inconsistency and low confidence over the MD since changes depend on region and model considered.

14.7.7 Africa

The African continent encompasses a variety of climatic zones. To the north of the Sahara desert, the Mediterranean coast experiences dry summers and receives its rain from mid-latitude systems during winter. In tropical latitudes, rainfall by and large follows insulation (although this simplified picture is modified by the presence of orography, especially in the Great Horn of Africa, the geography of the coastline, and by the influence of the oceans). Equatorial regions experience rainfall year round, with clear double peaks.
corresponding to the equinoctial seasons, when the sun is overhead. Away from the equator, semi-arid regions receive rainfall only during the summer monsoon.

Sub-Saharan Sahelian climate is dominated by the monsoonal system that brings rainfall to the region during only one season and has been studied in detail during the last decade by the AMMA (African Monsoon Multidisciplinary Analysis) program (Polcher et al., 2011). This season, which goes from May/June to September, provides all the water needed by the region for the vegetation, agriculture and other human activities. The rainfall during these 4 months is brought by 10 to 20 systems of large extent and very strong intensity that travel from the horn of Africa to the Atlantic Ocean. The onset of the rainy season in West Africa is one of the key parameters as it triggers changes in the vegetation and surface properties. The length and frequency of dry spells is another of the critical parameters defining the quality of monsoon season.

These parameters, as well as the length or cumulated rainfall of the season, are affected by a large inter-annual variability. (Janicot et al., 2011) As they are intimately linked to the large convective systems bringing the rainfall their variability needs to relate to the large scale conditions and local surface states which govern their life cycle. The droughts of the 20th century in West Africa, which were the largest and most intense observed (Chapter 2), were characterized by fewer convective systems but systems of the same intensity as during the wet years (LeBarbe and Lebel, 1997; Lebel and Ali, 2009; Lebel et al., 2010). It is particularly critical when evaluating the sensitivity of models to take into account their ability to reproduce these characteristics of the African Monsoon. A large effect of natural multi-decadal SST and global warming of the oceans on Sahel rainfall seems beyond doubt (Hoerling et al., 2006; Mohino et al., 2011; Rodriguez-Fonseca et al., 2011; Ting et al., 2009b; Ting et al., 2011).

East Africa experiences a semi-annual rainfall cycle, driven by the seasonal migration of the ITCZ across the equator. Two peaks in annual rainfall occur: the “long rains” during MAM and the “short rains” which peak during SOND (Black et al., 2003; Shongwe et al., 2011). The short rains exhibit greater interannual variability than the long rains (Black et al., 2003) and the drivers of this variability can be largely attributed to coupled interactions between ENSO, Indian Ocean SSTs and the atmospheric Walker circulation. Direct links between the region’s rainfall and ENSO have been demonstrated (Giannini et al., 2008) and references therein), but variations in Indian Ocean SST have become more widely recognised as the dominant driver of east African rainfall variability (Marchant et al., 2007). Warmer (cooler) SSTs in the western tropical (south-eastern) Indian Ocean correspond to a positive phase of the Indian Ocean Dipole mode (IOD, Black et al., 2003; Marchant et al., 2007). This feature acts to enhance rainfall through either anomalous low-level easterly flow of moist air into the continent (Shongwe et al., 2011), or a weakening of the low-level westerly flow over the northern Indian Ocean that transports moisture away from the continent (Black et al., 2003).

While the effect of the IOD is evident in the short rainy season, Shongwe et al. (2011) do not find a similar relationship for the long rains. (Williams and Funk, 2011), however, argue for a reduction in the long rains over Kenya and Ethiopia in response to warmer Indian Ocean SSTs, which cause an enhancement of the Walker circulation and increased subsidence over tropical east Africa.

Variability in Southern Africa’s climate is strongly influenced by its adjacent oceans (Hansingo and Reason, 2008; Hansingo and Reason, 2009; Hermes and Reason, 2009; Rouault et al., 2003) as well as remote phenomena such as ENSO (Pohl et al., 2010; Vigaud et al., 2009). Although it is generally observed that El Niño events correspond to conditions of below-average rainfall over much of southern Africa (Giannini et al., 2008; Manatsa et al., 2008; Mason, 2001) the ENSO teleconnection is not linear, but rather has complex influence in which a number of regimes of local rainfall response can be identified (Fauchereau et al., 2009). In a dynamic sense, weakened westerly flow throughout the troposphere between 15° and 40° S and stronger tropical easterly flow up to a height of 500 hPa tend to enhance rainfall over southern Africa (Boulard et al.)

The extreme south-western parts of southern Africa receive rainfall in the winter months (JJA) brought by mid-latitude frontal systems, but the majority of the region experiences a single summer rainfall season occurring between November and April. A semi-permanent zone of sub-tropical convergence, the South Indian Convergence Zone (SICZ)—a southeast oriented rain band analogous to SPCZ and SACZ (see Section 14.3.1)—extends from the eastern parts of the continent to the south-western Indian Ocean and connects tropical easterly flow to baroclinic westerly flow in the mid-latitudes (Cook, 2000; Fauchereau et al., 2009; Vigaud et al., 2012). Within this zone, synoptic-scale Tropical-Temperate Troughs (TTTs) develop, which are major contributors to summer rainfall in sub-tropical southern Africa (Fauchereau et al., 2009; Vigaud et al., 2012). The development of these TTTs are controlled largely by the phasing of mid-
Because of its exceptional magnitude and its clear link to global SST, 20th century decadal rainfall variability in the Sahel is a test of GCMs ability to produce realistic long-term changes in tropical precipitation. Despite substantial biases in the region (Cook and Vizy, 2006) the CMIP3 coupled models overall can capture the observed correlation between Sahel rainfall and basin-wide area averaged SST variability (Biasutti et al., 2008) even though individual models may fail, especially at interannual time-scales (Joly et al., 2007; Lau et al., 2006a). In response to centennial changes in the tropical Atlantic meridional gradient of SST and in Indo-Pacific SST, the CMIP3 ensemble produces a robust drying of the Sahel in simulations of the 20th century, leading (Biasutti and Giannini, 2006) to estimate that at least 30% of the 1930–1999 drying trend in the Sahel could be attributed to anthropogenic forcings. More recently, (Ackerley et al., 2011) used a perturbed physics ensemble and reached a similar estimate for the role of sulphate. These ensemble results confirm previous studies that had simulated drought in the Sahel in response to either just the indirect effect of sulphate aerosols (Rotstyn and Lohmann, 2002) or both historical aerosols and greenhouse gases (Held et al., 2005).

A challenge for quantifying the true role played by 20th century anthropogenic forcing in the Sahel drought is that the amplitude of simulated rainfall anomalies at all timescales is much smaller than observed (Scaife et al., 2009) Furthermore models are unable to reproduce the observation that the droughts were caused by fewer convective systems but with unchanged intensities. The inability of GCMs to produce the intense systems bringing most of the rainfall to the region is hypothesized for this limitation of the 20th century simulations (Ruti and Dell’Aquila, 2010). This suggests that some processes (for example, mesoscale organization of convection or feedbacks between climate, vegetation, and dust) and forcings (for example, aerosols produced by biomass burning, or land use changes) that are poorly represented or altogether missing in the CMIP3 generation of models might be critical for this region. Previous studies have identified West Africa as an area where the feedback between atmospheric and continental processes might be key in the rainfall generating systems (Koster et al., 2004) and the AMMA experiment showed that local soil moisture gradients are as important as topography for generating the convective systems which bring most of the rain to the region (Taylor et al., 2011a; Taylor et al., 2011b).

14.7.2 Projected Changes and Uncertainties

In projections of the 21st century, as the effect of anthropogenic aerosols fades and the effect of GHG becomes dominant, changes in annual mean Sahel rainfall become less certain: the CMIP3 models produced both significant drying and significant moistening (Biasutti and Giannini, 2006; Cook and Vizy, 2006; Held et al., 2005; Lau et al., 2006a), and the mechanisms by which a model dries or wets the Sahel are not fully understood (Cook, 2008). At least qualitatively, the CMIP3 ensemble simulates a more robust response during the pre-onset and the demise portion of the rainy season (Biasutti and Sobel, 2009; Seth et al., 2011). Rainfall is projected to decrease in the early phase of the seasons—implying a small delay in the main rainy season; but is projected to increase at the end of the season—implying an intensification of late-season rains (d’Orgeval et al., 2006). Projections of a change in the timing of the rains is common to other monsoon regions (Biasutti and Sobel, 2009; Li et al., 2006; Seth et al., 2011), including Southern Africa (Shongwe et al., 2009). Biasutti et al. (2008) have shown that simulated 21st century changes in Sahel rainfall cannot be linearly derived from changes in tropical SST indices in the same way as interannual variations or 20th century trends can. Different patterns of SST change might be responsible for the 21st century trend (some non-stationarity in the Sahel/SST relationship has been noted at interannual time scales (Seth et al., 2011; Mohino et al., 2011) but it is also evident that there is uncertainty in the direct response to GHGs (which affect precipitation independently of SST).

The relevance of a local effect is supported by several lines of evidence. First, since the AMMA experiment there is observational evidence that local soil moisture gradients can trigger convective systems and that these surface contrasts are as important as topography for generating these systems, which bring most of the rain to the region (Taylor et al., 2011a; Taylor et al., 2011b). The second evidence comes from simulations of future rainfall changes in West Africa by regional climate models (RCMs) subject to coupled model-
derived boundary conditions. (Patricola and Cook, 2010) choose one RCM and create an ensemble by running it with boundary conditions from nine different coupled models from the CMIP3 archive; in a complementary experiment Paeth et al., (2011) compare the projections of different RCMs driven by the same CGCMs. In both cases, the choice of RCM appears crucial: in (Patricola and Cook, 2010) using the same RCM reduces the spread in projections from that of the original CGCM simulations, in (Paeth et al., 2011) different RCMs fundamentally modify the trend seen in the driving CGCM simulation. This behaviour indicates that local processes internal to the RCM have enough influence to change the Sahel response to global forcings (Ibrahim et al., 2012). (Patricola and Cook, 2011) document a wetting response of the Sahel to increased GHG in the absence of other forcings, but the relative importance of this effect versus the response to SST trends is not well quantified, mostly due to the limitation of using a single RCM. Rowell (2011) compares a measure of the effect of modelling uncertainty in rainfall projections to the strength of the rainfall/SST relationship in two CGCM ensembles (CMIP3 and a perturbed physics ensemble) and concludes that while differences in the projected SST matter, considerable additional uncertainty arises from the varied modelling of the direct link between changes in atmospheric constituents and changes in precipitation. A second line of evidence comes from the analysis of changes in Sahel surface energy budgets in coupled model simulations. (Giannini, 2010) notes that radiation in different models, either terrestrial or solar radiation is his as the result of two dominant for surface warming, indicating the dominance of either local or remote forcings of rainfall. In the first case, anthropogenic greenhouse gases increase net terrestrial radiation at the surface, which both warms the land and increases evaporation, favouring low-level vertical instability, near-surface convergence, and increased precipitation (the terrestial radiation input is amplified via water vapour feedback). In the second case, tropical SST warming acts as a source of free-troposphere moist static energy that increases upper level stability, decreasing rainfall and evaporation, and warming the surface through increased net solar radiation.

Analysis of a coupled model in which SST has little influence on Sahel rainfall has shown that warming by GHG enhances the development of the Sahara heat low and induces a stronger monsoon (Fontaine et al., 2010; Haarsma et al., 2005). To some degree, this mechanism is present in all CMIP3 models, but while the relationship between a stronger Sahara Low and a stronger monsoon is robust, the relationship between Saharan temperature and the strength of the Sahara Low is not (Biasutti et al., 2009; Chauvin et al., 2010) have shown that variability in the Sahara Low is linked to mid latitude dynamics.

Temperature projections are of course more robust than the precipitation projections, although the amount of warming depends in part on whether precipitation will decrease or increase (dryer land would permit less evaporation and lead to warmer surface temperatures). Battisti and Naylor (2009) show that in a middle-of-the-road the A1B scenario, the CMIP3 models indicate that by the end of the century, summer temperatures in the Sahel will be hotter than any in the historical data. Biasutti and Sobel (2009) suggest that the warming will be strongest in early summer, when rainfall anomalies are negative and (Patricola and Cook, 2010) combine temperature and humidity data to estimate (in the A2 scenario) that the Sahel will see 160 days a year with a high risk of heat stroke (heat index above 314 K).

It is not clear whether the CMIP3 projections for 2100 can be of guidance for climate change in the Sahel in the next few decades. One reason is the aforementioned large effect of natural variability, the other is the effect of projected land-use changes—which are not included in the CMIP3 integrations but, under the assumption of significant vegetation loss, might be a dominant cause of warming and drying in the near future (Paeth et al., 2009; Paeth and Thamm, 2007). Whether such an assumption is warranted is controversial (Larwanou and Saadou, 2011; Tougiani et al., 2009). Furthermore the coarse resolution of models used for the CMIP simulations as well as in current RCMs, do not allow to represent properly the rain generating systems in the Sahel and their interactions with the processes on the continents. For the moment only model running at a few kilometres resolutions could reproduce the atmospheric processes responsible for the life cycle of these convective systems (Kohler et al., 2010).

An evaluation of six GCMs over East Africa by Conway et al. (2007) reveals no clear multi-model trend in mean annual rainfall by the 2080s, but some indications of increased SON and decreased MAM rainfall are noted. They find inconsistency in how the models represent changes in the IOZM and consequent changes in rainfall over East Africa. (Shongwe et al., 2011) analyse a larger ensemble of 12 CMIP3 GCMs (forced with A1B emissions) for 4 homogeneous rainfall zones covering Tanzania, Kenya, Rwanda, Burundi and Uganda. They find widespread increases in short season (OND) rainfall across the region, with statistically significant
ensemble mean increases of 8–22% for all 4 zones. The ensemble mean magnitude of the 10-year driest
OND season is shown to increase by 14% over Tanzania and 32% for western Kenya and northern Uganda,
thus indicating a decrease in the severity of extremely dry years in the short rain season. For wet extremes,
increases in ensemble mean magnitude of 10-year wettest OND of between 9% and 15% are shown across
region. For the long rains (MAM), (Shongwe et al., 2011) find similar changes in the sign and magnitude of
mean and extreme seasonal rainfall, but note that model skill in simulating the MAM season is relatively
poor. The changes shown for the short rains are consistent with a differential warming of 21st century Indian
Ocean SSTs, which leads to a positive IOD-like state. The atmospheric consequence of this is a weakening
of the descending branch of the East African Walker cell and enhancement of low-level moisture
convergence over east Africa (Shongwe et al., 2011; Vecchi and Soden, 2007b).

In an assessment of 19 CMIP3 models run with the A1B emissions forcing, (Giannini et al., 2008) note a
tendency toward a persistent El Niño-like state in the equatorial Pacific along with a decrease in rainfall over
southern Africa. Dynamical downscaling of a single GCM by (Engelbrecht et al., 2011) shows—for the
austral winter—an intensification of the southern edge of the sub-tropical high pressure belt resulting in
southward displacement of the mid-latitude systems that bring frontal rain to the south western parts of the
continent, thus resulting in a 10–40% decrease in rainfall in that region. For the austral summer,
(Engelbrecht et al., 2011) show a general drying over most of the region, with the exception of the western
interior, which is linked to an intensification of the sub-tropical high pressure system at 500 hPa. The
decline in summer rainfall is consistent with high-resolution (18 km) RCM simulations done by (Haensler
et al., 2011) which indicate widespread reductions in rainfall over Namibia and Botswana and much of
Zimbabwe and the Republic of South Africa (RSA) under the A1B scenario. A strong regional temperature
signal is evident over the central interior, with most of Botswana and north east Namibia experiencing
warming of over 5°C by the end of the 21st century (Haensler et al., 2011).

Shongwe et al. (2009) analyse an ensemble of 12 CMIP3 A1B model projections. They find consistent
reduction in spring (SON) rainfall throughout the eastern parts of southern Africa, with multi-model mean
decreases ranging from 10 to 35% across 5 sub-regions. There is good consensus amongst the 12 models,
with the spring anomalies indicating a trend toward later onset of the summer rainy season. Autumn (MAM)
reductions of 10-17% are shown for Zimbabwe, Botswana, southern and central Mozambique, southern
Zambia and western RSA, while eastern RSA (including Lesotho and Swaziland) experiences no change and
northern Zambia, Malawi and northern Mozambique show a 10% increase. Projections for summer (DJF)
show little discernible change over most of the region, but there are some significant increases (4%) over
northern Zambia, Malawi and northern Mozambique, and decreases (11%) over Botswana and western RSA.

There are indications of a dipole pattern in DJF rainfall anomalies similar to an El Niño signal. Summer
extreme events, here defined as the 10-year wettest and driest events, show some significant changes: 14% decrease in dry events for western RSA and Botswana, 5% increase in wet events for eastern RSA and 10%
increase in wet events for northern Zambia, Malawi and northern Mozambique. In terms of regional
atmospheric circulation, (Shongwe et al., 2009) highlight changes in vertically integrated moisture flux that
show anomalous anticyclonic circulation over much of southern Africa. This has two primary
consequences: 1. a weakened influx of moisture from the Indian Ocean causing late onset of rains in
southern Africa, and 2. increased moisture advection into East Africa along northern edge of South Indian
Anticyclone.

14.7.7.3 CMIP5 Model Projections

The projection for this century is further warming in months of the year and in the considered four sub-
regions (Sahara: SH, West Africa: WA, East Africa: EA, Southern Africa: SA) with median model
temperature (°C) values increasing from (DJF: 1.2, 1.0, 0.9, 1.1; JJA: 1.3, 1.0, 1.0, 1.0) in RCP2.8 to (DJF:
4.4, 4.1, 4.1; JJA: 5.1, 3.9, 4.1, 4.6) in RCP8.5. In RCP4.5, by the end of the century (2080–2099), based on
the 25% and 75% percentiles the projected temperature (°C) change in DJF varies between (SH: 1.8 and 2.6;
WA: 1.7 and 2.6; EA: 1.6 and 2.4; SA: 1.7 and 2.7) and in JJA between (SH: 2.2 and 3.2; WA: 1.6 and 2.7;
EA: 1.7 and 2.5; SA: 1.8 and 2.6) (see Table 14.2, Figures AI.40–AI.41, AI.44–AI.45, AI.48–AI.49 and the
Supplementary Material for different time windows and four different RCPs).

The projection for this century shows some distinct sub-regional and seasonally dependent differences. In the
half year (October to March), by the end of the century, all regions are projected to receive practically
unaltered precipitation amounts with median model values of 0% – 3% in RCP2.6 but with more clear
changes in RCP8.5, SH: –4%; WA: 7%; EA: 16% and SA: –5%, respectively. The 25% and 75% percentile
range for the end of century projection in RCP4.5 are for SH: –15% – 8%, WA: 1% – 6%, EA: 0% – 11%;
SA: –6% – 1%, respectively. In the half year (April to September), the projected changes are relatively small
for both SH and EA with a projected increase of less than 3% for both sub-regions in RCP2.6 but 10% and
5% in RCP8.5, but with a quite notable reduction in SA ranging from –9% in RCP2.6 to –17% in RCP8.5.
WA is projected to have an increase of 9% in RCP2.8, but only 3% in RCP8.5. The percentile ranges in
RCP4.5 are for SH: -17% – 14%, WA: 0% – 4%, EA: -5% – 5%; SA: -15% – 4%, respectively (see Table
windows and four different RCPs). This suggest that only the reduction in SA is a robust multi-model result,
while almost all other changes are either small or with a large inter-model spread (e.g., SH in April to
September).

In summary, due to the physical understanding of the processes involved and models ability to capture large
scale climate evolution, there is high confidence that it is virtually certain that all of Africa will continue to
warm during the 21st century. Sahara already very dry is very likely to remain dry. Because of models
overall inability to capture the physical processes of the monsoonal rain in West Africa and a large full
model spread in the projections, there is low confidence in projection statements about drying or wetting of
West Africa. There is medium confidence in projections with likely little change in mean precipitation in East
Africa, while Southern Africa is likely to receive reduced precipitation in the Austral winter. There is a high
confidence of a likely increase in rainfall for the East African short rainy season, but low confidence in
projections regarding drying or wetting in the long rainy season. There is medium confidence of a likely
decrease in spring and summer rainfall over much of Southern Africa.

14.7.8 Central and North Asia

Observational temperature records indicate that some of the strongest warming trends during winter (>2°C
per 50 years) in the second half of the 20th century are found in the northern Asian sector (40°N–70°N
50°E–140°E). The warming trend was particularly strong in the cold season (November to March), with an
increase of 2.4°C in the mid-latitude semi-arid area of Asia (20°N–60°N, 60°E–180°E, where the annual
rainfall is within the range of 200–600 mm) over the period of 1901–2009 (Huang et al., 2012). The
variability and long-term change of the climate system in the central Asia and northern Asia are closely
related to variations of the NAO and NAM (Takaya and Nakamura, 2005; Knutson et al., 2006; Popova and
Shmakin, 2010; Sung et al., 2010). For instance, the recent warming over northern Asia may partly be
attributed to the prominent positive trend of the AO index during the 1980s and early 1990s. Hence model
simulations that do not take the natural variability of the AO/NAO/NAM into account are not expected to
replicate the full extent of the observed warming in northern Asia. The climate change in this region is likely
the consequence of both anthropogenic and natural causes. The observed pattern of precipitation trends is
less spatially homogeneous, and exhibits both wet and dry tendencies in various locations within this region.
The observations indicate some increasing trends of heavy precipitation events in northern Asia, but no
spatially coherent trends in central Asia (Seneviratne et al., 2012).

The model projections presented in AR4 indicated strong warming in northern Asia during winter and in
central Asia during summer. Precipitation was projected to increase throughout the year in northern Asia
with largest fractional increase during winter. For central Asia, a majority of the models contributing to AR4
project decreased precipitation during spring and summer. A high resolution model projected a significant
increase of extreme precipitation events in central and northern Asia (Kamiguchi et al., 2006). The model
projections assessed in Seneviratne et al. (2012) also indicate increases in all precipitation extreme indices
for northern Asia, and in the 20-year return value of annual maximum daily precipitation for central Asia.
These projections are supported by output from CMIP5 models subject to various RCP scenarios (see Annex
I).

A climate change 'hot spots' analysis was conducted by (Xu et al., 2009) on the basis of regional temperature
and precipitation indices, as computed using output from 14 CMIP3 simulations under the SRES B1, A1B
and A2 scenarios. Their results reveal that hot spots firstly emerge in northwestern China and Mongolia. The
northeastern China hot spot is evident in the middle of the 21st century and become the most prominent area
by the end of the century. These investigators also noted that hot spots should emerge in the Tibetan Plateau
and northwestern China even in the lowest scenario B1. (Sato et al., 2007) applied two types of dynamical downscaling methods with a RCM. Both method yield precipitation decreases over northern Mongolia and increases over southern Mongolia in July. Soil moisture over Mongolia also decreases in July as a result of the combined effect of decreased precipitation and increased potential evaporation due to rising surface temperature. This drying trend of the land surface would lead to more frequent severe droughts in this region.

Projected temperature increase in Central Asia (30°N–50°N, 60°E–75°E) is larger in JJA than in DJF. The CMIP5 model median values are 2.7°C in DJF and 3.0°C in JJA in RCP4.5 scenario. In North Asia (50°N–70°N, 100°E–180°E), temperature increases more in DJF than in JJA. The CMIP5 model median values are 3.9°C in DJF and 2.7°C in JJA in RCP4.5 scenario. There are large scatter among models in projected values in North Asia. For example, DJF temperature change in RCP4.5 varies between 2.7°C at 25%-ile and 5.0°C at 75%-ile (see Table 14.2, Figures AI.12–AI.13 and the Supplementary Material for different time windows and four different RCPs).

All models projected an increase in precipitation in winter half year in North Asia, where summer half year precipitation will also very likely increase. In Central Asia, model agreement is very less both in winter and summer precipitation changes.

In summary, a stronger warming trend is projected for northern Asia during winter. For central Asia, warming magnitude is similar between winter and summer. Precipitation in northern Asia will very likely increase, whereas the precipitation trend over central Asia is less certain. Extreme precipitation events will likely increase in both regions.

14.7.9 East Asia

The East Asian summer climate and its variability are associated with water vapour flux along the periphery of the western North Pacific subtropical high (Bonin High) (Zhou and Yu, 2005). The intensity and poleward extension of the Bonin High is positively correlated with convective activity around the Philippines (Pacific-Japan or PJ pattern) (Kosaka and Nakamura, 2010). The latter is related to tropical cyclone (typhoon) activity. ENSO affects the subtropical high through modulation of convection in the western tropical Pacific (Wang et al., 2000; Wang and Zhang, 2002). The Meiyou-Changma-Baiu rain band appears in early summer season from eastern China through western and central Japan (Ding and Chan, 2005; Zhou et al., 2009c). There is a tight collocation between the rain band and mid-tropospheric warm advection by the SW-NE oriented subtropical jet (Sampé and Xie, 2010). The wintertime circulation is characterized by monsoonal northwesterlies between the Siberian High and the Aleutian Low.

CMIP3 multi-model ensemble scenario projections of future climate indicate an increased summertime rainfall over eastern Asia due to enhanced moisture convergence under the warmer climate. CMIP3 models reveal an increase of precipitation intensity over almost all regions of East Asia at the end of the 21st century (Chen et al., 2011b; Ding et al., 2007; Kusunoki and Arakawa, 2012; Sun and Ding, 2010). CMIP3 models also project an intensification of East Asian summer monsoon rainfall interannual variability in the twenty-first century (Lu and Fu, 2010). Projection of future (2011-2050) climate change along the Yangtze River of China (Xu et al., 2010) found that the mean precipitation would increase under the SRES A1B and B1 scenarios but decrease under the A2 scenario (Tao et al., 2011) Analysis of effective drought index simulated by 15 CMIP3 models found that South Asia and East Asia showed a greater increase in the standard deviation of precipitation than the mean precipitation, with an amplified seasonal precipitation cycle. This amplified seasonal precipitation cycle suggests future drought as well as flood under global warming scenario (Kim and Byun, 2009). By statistical downscaling, the annual number of rain days in Hong Kong is expected to decrease while the daily rainfall intensity will increase in the 21st century, concurrent with the expected increase in annual rainfall (Tscheung et al., 2011). CMIP3 models show no clear information about the change of the rain amount around the tropical Pacific Ocean (Ninomiya, 2012). The rain amount around the mid to the eastern Pacific will increase through the weakening of the Walker circulation (HIROTA and TAKAYABU, 2012). But the change of SLP around the northern Pacific region shows large uncertainty among the models (OSHIMA et al., 2012). The CMIP5 projections suggest a likely increase of summer precipitation over the entire East Asia in the last 20 years of 21st century under both RCP4.5 and RCP8.5 scenarios (Figure 14.34). For precipitation changes, all CMIP5 models projected an increase in the
summer half year, while 90% of models projected an increase in the winter half year (see Figures A1.56–A1.59 and the Supplementary Material for different time windows and four different RCPs).

**[INSERT FIGURE 14.34 HERE]**

**Figure 14.34:** June to August precipitation anomalies over East Asia. RCP4.5 (left column) and RCP8.5 (right column) simulations (2080–2099) relative to historical simulation (1980–1999) by 15 CMIP5 model ensembles are shown in 10th, 50th and 90th percentile.

The surface air temperature over East Asia is projected to increase substantially by the end of the twenty-first century under the SRES A1B scenario, with larger magnitude over northern China and in winter (Chen et al., 2011a). The CMIP5 projections suggest temperature increase in Eastern Asia (0°–50°N, 100°E–145°E) similar in magnitude to that averaged over land grid points over the globe, and is similar between winter and summer, with CMIP5 model median value being 2.6°C in DJF and 2.5°C in JJA in RCP4.5 scenario in 2100. Unusually cold and cloudy summers over northeastern Japan are associated with northeasterly winds blowing from the North Pacific (‘Yamase’ in Japanese). Most of the CMIP3 AO-GCMs project increases of the Yamase frequency in August in future, for which a weakening of mean tropical circulation, including the Walker circulation, is considered to be responsible (Endo, 2012).

Over the Far East region, wintertime storm track activity shows peculiar characteristics, such as midwinter suppression (Nakamura, 1992). In late winter through early spring, events of strong southerlies occur over Japan associated with synoptic cyclones developing to the north. The first of such events is called "Haru-Ichiban", the first storm of the spring. Reanalysis data shows that its early occurrence tends to follow the enhanced winter storm-track activity with less apparent minimum in midwinter, and vice versa, in the course of the seasonal march. (Nishii et al., 2009) indicates that the future enhancement is likely in the midwinter storm-track activity associated with the weakening of the East Asian winter monsoon, implying that Haru-Ichiban is likely to occur earlier in the late 21st century than that in the 20th century.

The CMIP3 models project an increase of both mean and extreme precipitation over eastern China associated with a warmer climate (Li et al., 2011a; Li et al., 2011b), the change of precipitation intensity projected by a global 40-km mesh AGCM is larger than that of CMIP3 models (Feng et al., 2011a). A combination of a warming projection experiment with a 20-km mesh AGCM and ensemble simulations with the 60-km resolution model is utilized by Kusunoki et al. (2011) to assess the East Asian summer rainfall changes. In the future climate simulation by the 20-km model, precipitation increases over the Yangtze River valley (Meiyu) in May through July, Korean peninsula (Changma) in May, and Japan (Baiu) in July. Simulations by the 20-km and 60-km models consistently show that in the future climate the termination of rainy season over Japan tends to be delayed until August (Kusunoki and Mizuta, 2008). This is in accord with the CMIP3 multi-model analysis by Kitoh and Uchiyama (2006), who suggested that the El Niño-like SST response in the future tropical Pacific and associated circulation changes are responsible for these late withdrawal of Baiu. Endo (2010) noted a similar observed tendency of delayed Baiu withdrawal from the 109 years station data in eastern and western Japan.

Regional climate model simulations show mean temperature increases similar to those simulated by AOGCM, and daily maximum and minimum temperatures are very likely to increase, resulting more severe warm but less severe cold extremes; For precipitation, regional climate model simulations show the Meiyu-Changma-Baiu rainfall increases over the Yangtze River valley, the East China Sea and western Japan, and the intense precipitation events are very likely to increase (Christensen et al., 2007).

RCM simulations in China in the recent years (Gao et al., 2012a; Gao et al., 2008; Gao et al., 2012b) further proved the importance of model resolution in better reproducing the present climate over the area. The simulated warming patterns in the future by RCM essentially follow those of the driving GCMs. The pattern of precipitation changes simulated by RCM are also consistent with those by the GCMs during cold season except the more regional detail as provided by the RCM. However large differences exist in the monsoon seasons. While a predominant increase of monsoon precipitation is found in most CMIP3 and CMIP5 models (see Chapter 12), the RCM usually shows extended areas of decrease (Gao et al., 2012a; Gao et al., 2008). The inconsistent change of precipitation between GCM and RCM is found in the dynamical downscaling of near future (2015–2045) projection under RCP8.5 scenario with a RCM over CORDEX East Asia domain (Zou et al., 2012). The difference is mostly caused by the stronger and more realistic topographic forcing and
the resulting circulation changes in the RCM. In addition, comparison of precipitation changes simulated by
one RCM driven by different GCMs show similar signal in western China but different signal in eastern
China, indicating the large uncertainties in the projection there (Gao et al., 2012b). Kawase et al. (2009)
showed an increase in precipitation over the Baiu rain band and a southward shift of the Baiu rain band. The
surface air temperature increases rapidly around the high latitude continental region than the low latitude
marine region during 2090–2100 under A2 scenario, and the precipitation around the Eastern China
increases large in summer but decrease in winter, following to the change of the synoptic climate condition
(Liu et al., 2011b). The annual and winter mean wind speeds over China are projected to decrease based on
two RCMs that downscale two different GCMs under A2/B2/B1 scenario (Jiang et al., 2010).

The results of multi RCM down-scaling, indicate that the summer rainfall around Japan Islands are projected
to increase through the end of this century (IIZUMI et al., 2012b). Iizumi et al. (2012a) showed that both the
CDD (maximum numbers of consecutive dry days) and 90th percentile value of daily precipitation amount in
wet days) increase till the end of 21st century around Japan Islands area. The future projection is downscaled
around three main metropolitan areas in Japan (Tokyo, Nagoya, and Osaka) (Kusaka et al., 2012). Their
results indicate that in all three metropolitan areas, in 2070’s, the mean summer temperature will be the same
as the record breaking hot summer in 2010. The local climate around Vietnam during 2000-2050 has been
downscaled (Ngo-Duc et al., 2012). Their results indicate large surface mean temperature increases in
summer season, and large precipitation increases around the coastal of the middle Vietnam region. Both the
strength and the frequency of the extreme precipitation increase around the south to the middle Vietnam’s
coastal region. By using one RCM downsampling, there are many researches discussing the future regional
climate change projection around Korean Peninsula under SRES B2 scenario (Im et al., 2011) A1B scenario
(Im et al., 2011; Murakami et al., 2012). The change in seasonal precipitation has large uncertainty
depending on scenarios, RCMs and the inclusion of air-sea coupling processes (Qian et al., 2012; Suxiang
and Yaocun, 2010; Zou and Zhou, 2011; Zou and Zhou, 2012). The extreme value of the three hourly or 24
hourly precipitation is projected to increase till the end of this century (Im et al., 2008; Murakami et al.,
2012).

The regional 30-year return period of daily precipitation in the region is likely to increase by 7%-29% in
southern part of Japan in the late 21stcentury (Ishihara, 2010). There is a significant increase for mean, daily-
maximum and minimum temperature in the southeast China, associated with a decrease in the number of
frost days and an increase in the heat wave duration, precipitation extremes are also projected to increase
over most of southeast China in all seasons (Chen et al., 2011b). The projection of extreme climate in China
by CMIP3 models show that both frost days and annual extreme temperature range show decreasing trends,
while growing season length, heat wave duration and warm nights show increasing trends. The increases are
especially manifested in the Tibetan Plateau and in Southwest China. For extreme precipitation indices, the
end of the twenty-first century is expected to have more frequent and more intense extreme precipitation
(Jiang et al., 2011). A 20-km mesh AGCM shows that heavy precipitation increases notably in Bangladesh,
the Yangtze River basin (Kamiguchi et al., 2006) and East Asia (Kusunoki and Mizuta, 2008) due to
intensified convergence of water vapour flux in summer at the end of the 21st century.

Future projections of heavy precipitation were performed with a 5-km mesh regional climate model for the
Japanese summer rainy season (Kitoh et al., 2009). They showed the frequency of heavy precipitation
increasing in the future for hourly as well as daily precipitation. In particular, the heaviest hourly
precipitation is projected to increase even in the near future (2030s) when temperature increase is modest. A
southwest extension of the subtropical anticyclone over the northwestern Pacific Ocean associated with El
Niño-like mean state changes and a dry air intrusion at the mid-troposphere from the Asian continent to the
northwest Japan gives a favourable condition for intense precipitation in the Baiu season in Japan (Kanada et
al., 2010). Increase of water vapour supply from the southern side of the Baiu front and an intensified frontal
zone with intense mean updrafts contribute to the projected increase in the occurrence of intense daily
precipitation during the late Baiu season (Kanada et al., 2012). Future changes in this region depend on
changes in the tropical Pacific, i.e., whether precipitation shifts eastward (El Niño-like) or not, and thus
models’ ability to reproduce the relationship among SST, convection and circulation changes in the tropics.
Extremely high summertime daily minimum or maximum temperatures are projected to occur over some
regions at leeside of mountains over Japan in the late 21stcentury (Murata et al., 2012). They show that the
Foehn phenomenon explain this extreme temperature events in addition to background temperature
increases.
14.7.9.1 CMIP5 Model Projections

The projection for this century is further warming in all months of the year with median model temperature (°C) values over land increasing from 1.4 and 1.2 in DJF and JJA, respectively in RCP2.6 to 5.4 and 4.9 in RCP8.5. In RCP4.5, by the end of the century (2080-2099), based on the 25% and 75% percentiles the projected temperature (°C) change in DJF varies between 2.1 and 3.1 and in JJA between 1.8 and 3.0 (see Table 14.2, Figures AI.60–AI.61 and the Supplementary Material for different time windows and four different RCPs).

In the two half years (October to March and April to September), by the end of the century, the region is projected to receive weakly enhanced precipitation amounts with median model values of 7% and 5% in RCP2.6 increasing to 13% and 11% in RCP8.5. The 25% and 75% percentile range for the end of century projection in RCP4.5 are 6% – 16% in (October to March). In the half year (April to September), the projected changes are 5% – 12% (see Table 14.2, Figures AI.62–AI.63 and the Supplementary Material for different time windows and four different RCPs). This suggests that the region is likely to receive an increase in total precipitation amounts associated with the monsoon season but also more generally throughout the year.

In summary, it is very likely that temperatures will increase by the end of the century, more in summer than in winter, related to a decrease in soil moisture, and that there will be a decrease in precipitation, mainly in winter, since there is very little precipitation in summer under present-day conditions. As a consequence, it is likely that there will be more pronounced drought periods. There is medium confidence, that an increase of East Asian summer monsoon intensity throughout the 21st century and of summer precipitation over the whole of East Asia is likely. Precipitation increase is likely over the Yangtze River valley, Korean peninsula and Japan during the Meiyu-Changma-Baiu season in May to July. Precipitation extremes are very likely to increase over most of southeastern China in all seasons, and over Japan in summer. There is high confidence that surface air temperature over East Asia virtually certain will increase significantly by the end of the 21st century, with larger magnitude over northern China and in winter.

14.7.10 West and South Asia

This region extends from just to the east of the Mediterranean along southern Asia to the Southeast Asia peninsula, approximately from Iraq in the west to Myanmar in the east, and includes both the Arabian Peninsula and the Indian subcontinent. The region spans a wide range of climates, from arid and semi-arid areas in the western part of the domain, which receive their limited (but societal-critical) precipitation primarily in the cold season and include large areas of barren desert, to areas which receive their precipitation primarily in the summer from the Indian monsoon, and record some of the heaviest rainfall totals anywhere in the world. The northernmost part of South Asia is characterized by a variety of climatic conditions from tropical to alpine, and the central and eastern parts receive 60–90% of the annual precipitation during summer monsoon.

Broadly, the western part of the region is on the margin of Atlantic and Mediterranean influences, primarily the NAO (Section 14.5.1), and the entire region is influenced by Indian and Pacific Ocean variability, especially the IOD (Section 14.3.3), ENSO (Section 14.4), and the MJO (Section 14.3.2). The Indian summer monsoon exhibits variability across a wide spectrum of time scales and is discussed in Section 14.2.2.1. The winter precipitation and hydrology in the West Asia are influenced by the NAO (e.g., Cullen and deMenocal, 2000; Cullen et al., 2002), the North African–West Asia pattern (Paz et al., 2003) and the North Sea – Caspian pattern (Kutiel and Benaroch, 2002), and also the hemisphere-spanning circumglobal teleconnection (Feldstein and Dayan, 2008). Through moisture transport (Barlow and Tippett, 2008; Evans and Smith, 2006) and vertical motion (Hoell et al., 2012) the cold season precipitation and hydrology variability in the western part are influenced by ENSO. The MJO modulates the sub-seasonal rainfall during the cold season (Barlow, 2011). During summer, the west and northwestern part are also influenced by ISM variability through large-scale descent (Saini et al., 2011). Occasionally, tropical cyclones makes landfall on the coasts of the Arabian Sea. During the last 5-6 decades, the unprecedented increase in anthropogenic forcing may be attributed to changes in rainfall and temperature over this region.
14.7.10.1 Observed Trends in Mean and Extremes of Temperature and Precipitation

During northern summer (June through September), the ISM dominates the climate over Southern Asia while the winter or northeast monsoon contributes to annual rainfall over southeastern parts of India and Sri Lanka. The winter weather systems are also important in northern parts of South Asian region i.e., Hindukush Himalayas (particularly over the western Himalaya). The ISM rainfall index shows interdecadal variability on which a declining tendency with more frequent and stronger deficit monsoons (Kulkarni, 2012), particularly after about 1960 is noticeable (Figure 14.35). The significance of this weakening in all-India index is rather masked by regional inhomogeneity (Annamalai et al., 2012; Bollasina et al., 2011; Konwar et al., 2012), and amplitude inconsistency over the entire country (Jain et al., 2012) while various land-based precipitation products suggest a significant decline over central India or along the monsoon trough (Annamalai et al., 2012; Bollasina et al., 2011). Various factors are attributed to this recent weakening tendency (Section 14.2.2) including black carbon and/or sulphate aerosols (Bollasina et al., 2011; Chung and Ramanathan, 2007), land-use changes (Niyogi et al., 2010) and SST rise over the Indo-Pacific warm pool (Annamalai et al., 2012). Long-term tendencies in seasonal mean rainfall in other regions indicate for an increasing tendency over northern Pakistan (Farooq and Khan, 2004), decreasing tendency (~10–15%) over the coastal belt and hyper arid plains of northwestern parts of Pakistan, weakening tendency over the West Asia (AlSarmi and Washington, 2011; Tanarhte et al., 2012), no detectable signal over northern parts of South Asia (Shrestha, 2005), increasing trend in winter and decreasing trend in summer over southern parts of South Asia (Chandrapala, 1996), and decadal anomalies dominating over long-term trends since 1960s over Bangladesh (Mirza, 2002). The factors responsible for the tendencies noted in regional rainfall are rather unclear, and statistical significance of the tendencies is low, perhaps masked by interdecadal variations.

Figure 14.35: Inter-annual variability of Indian summer monsoon rainfall (1871–2011). The smooth curve is the 11-year moving average filtered series which shows epochal variability. The fitted trend lines are also shown: green (entire period) and red (post 1950s). The dotted lines depict ±10% departures from long-term mean. X-axis denotes years and Y-axis the percentage departures from long-term mean.

At sub-seasonal timescales over India, observations during the last 5–6 decades suggest for an increase in the number of monsoon break days (Dash et al., 2009), and a decline in the number of monsoon depressions (Krishnamurthy and Ajayamohan, 2010) that are consistent with overall weakening tendency of seasonal mean rainfall. Statistics of extreme (Goswami et al., 2006) and heavy precipitation events are increasing (Krishnamurthy et al., 2009; Pattnaik and Rajeevan, 2010; Rajeevan et al., 2008; Sen Roy, 2009) while light rain events are decreasing (Goswami et al., 2006). Over the West Asia too, extreme events appear to be increasing (Alpert et al., 2002; Yosef et al., 2009). In a warmer world, enhanced atmospheric moisture content is expected to influence the occurrence of extreme and heavy rainfall events but lack of sustained three dimensional moisture observations over South Asia precludes any firm attributions.

The sub-seasonal variability on monthly to daily time scale has also shown some changes in recent period. The contribution of monsoon ISOs to seasonal rainfall appears to be decreasing in post 1970 period (Goswami et al., 2006; Kulkarni et al., 2009). The predictability on weather scales is also shown to have reduced in recent warmer period (Mani et al., 2009) due to increased potential instability of the atmosphere.

Consistent with declining tendency in regional rainfall observed temperatures indicate robust warming that is particularly accelerated in post-1970 period. Over India, during 1971–2007, large areas of the country showed significant warming trend of about 0.2°C per decade (Kothawale et al., 2010) that may be associated with anthropogenic influence (e.g., Jain et al., 2012; Kumar et al., 2011a). In the adjoining Arabian Sea, the increase in tropical cyclones is linked with local SST warming (Kumar et al., 2009); see also discussion of tropical cyclones in Box 14.2. Observed temperature records in other regions also indicate for warming tendencies. Quantitatively, an increase of about 0.04°C–0.09°C per year during winter over Himalaya, about 1°C in May and 0.5°C rise over Bangladesh during 1985–1998, and 0.016°C per year rise over Sri Lanka during 1961–1990 have been noted. Over the West Asia, upward temperature trends are notable and robust (Alpert et al., 2008; AlSarmi and Washington, 2011; Tanarhte et al., 2012; Zhang et al., 2005).
Considering the entire region, during recent 5-6 decades robust signatures in temperature rise is observed while due to its localized nature and other physical processes involved rainfall changes vary across sub-regions, although there is a general weakening tendency in many sub-regions.

14.7.10.2 Projected Changes and Uncertainties

At regional scales, while systematic errors noted in the simulation of seasonal mean rainfall over the monsoon regions in CMIP3 models such as dry bias over continent India and weakened low-level circulation are also apparent in CMIP5 models (Sperber et al., 2012), certain robust features are noticeable across models’ projections in the time-mean rainfall with uncertainties in magnitude. Over the Indian monsoon region, CMIP3 models (Annamalai et al., 2007; Kumar et al., 2011a; May, 2011; Turner and Annamalai, 2012; Turner et al., 2007a; Ueda et al., 2006)) as well as CMIP5 models (Wang et al., 2012b) simulate increased “time-mean” rainfall over parts of India but weakened cross-equatorial monsoon circulation (Kripalani et al., 2007b; Sabade et al., 2011; Stowasser et al., 2009). While intermodal spreads in intensity are model or scenario dependent (Annamalai et al., 2007; Kumar et al., 2011a; Sabade et al., 2011) or due to dynamical feedbacks, the general agreements in the “sign” support the expected changes due to thermodynamic effect in a warmer climate (Held and Soden, 2006). The changes in the regional circulation may be a part of the changes to global circulation (Vecchi and Soden, 2007b) or due to changes in regional distribution of rainfall (Stowasser et al., 2009). Elsewhere in the region, CMIP3 models project rainfall increase over northern parts of South Asia, Bangladesh, Sri Lanka but decrease over Pakistan (Turner and Annamalai, 2012). Under A2 scenario, ensemble of six GCMs show that around mid of the 21st century seasonal rainfall over Northern (Southern) Pakistan may increase by 2.7% (41.3%), while it is 2% (52%) at the end of the century. Under B2 scenario, precipitation during the monsoon season over Bangladesh may increase by 4% in 2030s to 11% in 2080s. The CMIP5 models’ projections are generally in agreement with those from CMIP3 models (Chaturvedi et al., 2012; Wang et al., 2012b).

Further quantification at regional scales can be obtained through dynamical downscaling wherein regional climate models (RCMs) are driven with lateral and surface boundary conditions from global models. Apart from uncertainties in the driving fields from global models, the imbalances in physical parameterizations between RCMs and global models are expected to introduce further uncertainties in regional model projections (Wang et al., 2008; Stowasser et al., 2009). Very high-resolution projections indicate for increase rainfall over plains of India (Kumar et al., 2011b; Rajendran and Kitoh, 2008; Stowasser et al., 2009) reduction in rainfall along the orographic regions of Southern and eastern India are noted (Rajendran and Kitoh, 2008) and even over southern Peninsular parts of India (Kumar et al., 2011b). An exception to the above projections is suppression of the ISM precipitation in one particular regional model (Ashfaq et al., 2009). Over Nepal, GCMs project a wide range of precipitation changes, especially during the monsoon: from a decrease of 14% to an increase of 40% by the 2030s and from a decrease of 52% to an increase of 135% by the 2090s. For the West Asia, recent downscaling results (Dai, 2011; Evans, 2009; Jin et al., 2011; Lionello et al., 2008) suggest that Eastern Mediterranean will experience a decrease in precipitation during the rainy season due to a northward displacement of the storm tracks. A northward shift in the ITCZ results in more precipitation in the southern part. Based on model analysis, about 25% reduction in winter precipitation and an increase of drought duration by up to 60% are expected based on the A1B scenario (Kim and Byun, 2009). These authors also predict a northward expansion of the Arabian Desert and an increase of autumn precipitation over the Fertile Crescent by up to 50%. Some projections suggest that the Fertile Crescent may dry up by the end of the century (Kitoh et al., 2008). While precipitation is generally projected to decrease in the future, the large number of interacting dynamical influences on the precipitation of the region, which models have difficulty accurately capturing even in the current climate, results in considerable uncertainty in both the patterns and magnitude of future precipitation change.

At sub-seasonal time scales, future projections in certain models suggest that both active and break events will become wetter and drier respectively, heaviest rainfall events will increase potentially beyond those predicted by thermodynamic arguments alone (Turner and Slingo, 2009), break episodes will become more intense (Mandke et al., 2007) while others have shown inconsistencies even between different scenarios for a given model. This suggests that attention must be paid to the level of skill at which a model can simulate monsoon intraseasonal variability that are typically poorly represented in climate models (Lin et al., 2008b; Sperber and Annamalai, 2008), while CMIP5 models appear to represent them more realistically (Sperber et al., 2012). Even from best reanalysis products, large uncertainties or residuals exist in the identified...
processes involved in prolonged monsoon breaks (Prasanna and Annamalai, 2012) posing a challenge for modeling the monsoon ISOs in climate models.

The AR4 concluded that it was very likely that heavy precipitation events, that is, the frequency of heavy precipitation or proportion of total precipitation from heavy precipitation, would increase over most areas of the globe. The projections in number of rainy days are highly uncertain however based on the simple argument that enhanced moisture content will result in higher intensity rainfall events (Kumar et al., 2011a; Revadekar et al., 2011). In RCP6.0 and RCP8.5 scenarios in CMIP5 models, frequency of extreme precipitation days shows consistent increasing trends for decades 2060 and beyond (Chaturvedi et al., 2012). The quantitative estimates still have large uncertainties associated with them due to limited number of high-resolution model simulations available at this stage. However, it is unknown whether the extreme rainfall events in GCMs are caused by monsoon depressions, because even in the ‘reasonable’ models these depressions do not penetrate far enough inland from their genesis over the Bay of Bengal (Stowasser et al., 2009). Our lack of understanding and modeling the relevant processes make projections of sub-seasonal variability such as prolonged breaks and extreme rainfall events hugely uncertain in the future (Turner and Annamalai, 2012). For the West Asia, precipitation statistics for an area consisting of the western part of the Arab Peninsula indicated statistically significant decrease in the number of rainy days, both following a dry or a wet day, and a general decrease of winter rainfall (Black, 2009). Future projections of synoptic systems such as monsoon depressions during summer, and tropical cyclones during late spring and fall-winter seasons have large uncertainties, perhaps due to coarse-resolution in GCMs. While high-resolution simulations suggest for intense storms to be more intense, lack of consensus among the simulations preclude any definitive assessment. Bangladesh and coastal regions of southern India are vulnerable to tropical storms.

Regarding temperature projections while all scenarios and models indicate for a warming tendency in the entire region, particularly the nighttime and winter season temperature, uncertainties in amplitude still exist. Quantitatively, A1B scenario simulations in CMIP3 models project a median increase of 3.3°C in annual mean temperature by the end of the 21st century over India, with particular seasonal dependency, 2.7°C in summer to 3.6°C in winter (Ashrit et al., 2003; Douville et al., 2000; Lal and Harasawa, 2001; Lal et al., 2001; May, 2004; Rupa Kumar and Ashrit, 2001; Rupa Kumar et al., 2002), and in the diurnal time scale, warmer nights than days (Kumar et al., 2011b). Additionally, the northern parts of India may experience maximum warming at the end of the 21st century (Kulkarni et al., 2012). In both RCP6.5 and RCP8.5 scenarios, CMIP5 models project temperature rise by 3.3°C to 5°C over India (Chaturvedi et al., 2012). Over the West Asia, analysis from GCMs (Christensen et al., 2007) and RCM experiments (Onol and Semazzi, 2009) for A1B scenario project a rise of 2°C, temperatures in winter and up to 6°C in inland regions in summer. GCM projections indicate that the temperature over Nepal will increase between 0.5°C and 2.0°C with a multi-model mean of 1.4°C, by the 2030s and between 3.0°C and 6.3°C, with a multi-model mean of 4.7°C, by the 2090s. Additionally, extremely hot days and nights (the hottest 5% of days and nights in the period from 1970 to 1999) are projected to increase by up to 55% by the 2060s and up to 70% by the 2090s, and by up to 77% by the 2060s and 93% by the 2090s, respectively. Over Bangladesh and under B2 scenario, annual temperature is projected to be warmer by 1°C in 2030s to 2.4°C in 2080s (Agrawala et al., 2003). Future climate projections indicate that at least 5°C rise in temperature over the Indus Delta by the end of 21st century (Rasul et al., 2012). Over northwestern parts of South Asia, under A2 scenario, ensemble of six GCMs show that around mid of the 21st century the temperature would rise by 2.7 (2.5) °C in Northern (Southern) Pakistan, while it is 5 (4.3) °C at the end of the century.

14.7.10.3 CMIP5 Model Projections

The projection for this century is further warming in all months of the year and in the considered two sub-regions (West Asia: WAS and South Asia: SAS) with median model temperature (°C) values increasing from (DJF: 1.4 and 1.2; JJA: 1.4, 1.0) in RCP2.8 to (DJF: 4.6 and 4.7; JJA: 5.5 and 3.7) in RCP8.5. In RCP4.5, by the end of the century (2080–2099), based on the 25% and 75% percentiles the projected temperature (°C) change in DJF varies between (WAS: 1.9 and 2.9; SAS: 2.1 and 3.0) and in JJA between (WAS: 2.1 and 3.4; SAS: 1.4 and 2.4) (see Table 14.2, Figures A1.52–A1.53 and A1.60–A1.61, and the Supplementary Material for different time windows and four different RCPs).
The projection for this century shows some clear sub-regional differences. In the half year (October to
March), by the end of the century, both regions are projected to receive weakly enhanced precipitation
amounts with median model values of 3% – 5% in RCP2.6 but with more clear changes in RCP8.5, WAS:
5%; SAS: 12%, respectively. The 25% and 75% percentile range for the end of century projection in RCP4.5
is for WAS: -3% – 12%, SAS: -1% – 14%, respectively. In the other half-year (April to September), the
projected changes are quite similar in both sub-regions in RCP2.6 with 3% and 6% respectively, but -6% and
17% in RCP8.5. The percentile ranges in RCP4.5 are for WAS: -8% – 5%, SAS: 7% – 14%, respectively
(see Table 14.2, Figures A1.54–A1.55 and A1.62–A1.63, and the Supplementary Material for different time
windows and four different RCPs). This suggest that only the reduction in SA is a robust multi-model result,
while almost all other changes are either small or with a large inter-model spread (e.g., SH in April to
September).

In summary, there is high confidence in assessment of temperature projections. It is virtually certain that
temperatures will increase in both sub-regions. Projected regional rainfall changes are broadly consistent
with physical arguments “wet gets wetter and dry becomes drier”. However, large uncertainties in the
projected amplitude changes make the assessment difficult. There is low to medium confidence in
quantitative assessment of precipitation changes, but it is likely that West Asia will receive less precipitation
in the April to September half year and South Asia will receive more than at present.

14.7.11 Southeast Asia

14.7.11.1 General Characterization of Observed Temperature and Rainfall Trend

Southeast Asia features complex terrain and land-water contrasts, and consists of two geographic regions: a
mainland section consisting of Myanmar, Cambodia, Laos, Thailand, Vietnam and Peninsular Malaysia, and
a maritime section consisting of Brunei, East Malaysia, East Timor, Indonesia, the Philippines, and
Singapore. Mean temperature for the region has been increasing at a rate of 0.135°C to 0.2°C per decade
since 1960s (Tangang et al., 2007), and the increase in mean temperatures is mainly manifested in a rising
number of hot days and warm nights, and a decline in cooler weather (Caesar et al., 2011; Manton et al.,
2001). There are no consistent rainfall trends across the region, but the number of rain days (with at least 2
mm of rain) has decreased significantly in many countries (Manton et al., 2001), yet the proportion of annual
rainfall contributed by extreme events has increased at a majority of stations (Caesar et al., 2011).

Consistently, there has been a significant shift in the probability distribution functions of tropical rainfall,
featuring a positive trend in the occurrence of heavy (top 10% by rain amount) and light (bottom 5%) rain
events and a negative trend in moderate (25–75%) rain events (Lau and Wu, 2007). Annual total wet-day
rainfall over the region has increased by 21.61 mm per decade, while rainfall from the extreme rain days has
increased by 9.84 mm per decade (Caesar et al., 2011). In general, there are no significant trends in the
intensity of the wettest rainfall events averaged across the region (Manton et al., 2001).

14.7.11.2 Regional Differences and Seasonality

These general trends do not preclude strong regional differences. For example, there have been no significant
trends in the extreme rainfall frequency and intensity in Indonesia (Manton et al., 2001), but there has been
an increased ratio of rainfall between the wet and dry season (Aldrian and Djamil, 2008). In Vietnam, Laos,
Northeast Thailand and Peninsular Malaysia, an increasing frequency of extreme events has been reported, in
contrast to Myanmar, where there has been a decreasing trend of such events (Chang, 2011).

For a given region, strong seasonality in the change is observed. One good example is Peninsular Malay.
There, during the southwest monsoon season, there is a declining trend in total rainfall and in the frequency
of wet days, leading to an increase in rainfall intensity in most of the sub-regions (Deni et al., 2010). In
contrast, a trend of significantly increasing total rainfall and an increase in frequencies of extreme rainfall
events during the northeast monsoon caused a significantly increasing trend in rainfall intensity over the
Peninsula to be observed. However, no significant trend was observed with respect to extreme intensity
during both monsoons over the Peninsula, although the intensity of extreme rainfall events displays no trend
(Suhaila et al., 2010). Consistently, an increasing frequency of Borneo Vortices is observed (Juneng and
Tangail, 2010), conducive to extreme rainfall events (Juneng et al., 2007).
Regions like Vietnam, Laos, Northeast Thailand and Peninsular Malaysia have shown an increasing trend in the frequency of extreme event, while places like archipelago Southeast Asia and Myanmar have shown a decreasing trend (Chang, 2011). For the period between 1979 and 2003, the total accumulated precipitation for the maritime continent region has increased (Lau and Wu, 2007). Further, Lau and Wu (2007) reported that the extreme high (top 10%) and low (bottom 5%) precipitation events are occurring more often than before. During the same period, moderate precipitation events have reduced (Lau and Wu, 2007). The same study also proposed that there is increase in amounts and frequency of high precipitation experienced over the Inter-tropical Convergence Zone, the Indian Ocean and monsoon regions during the 1980s and 1990s (Chang, 2011; Lau and Wu, 2007). For the Western Pacific (East Java region in Indonesia), precipitation data from 1955 to 2005 indicated that there has been an increased ratio of precipitation between the wet and dry season and the signal of monsoon strength weakening (Aldrian and Djamil, 2008). Amounts of heavy rain and their frequency of occurrence were found to be on the rise since the early 1980s in the cores of deep convection in the ITCZ, SPCZ, the Indian Ocean, and monsoon regions, but were found to be reduced over the maritime continent. Intermediate rains reduced over the warm pool regions and the ITCZ and SPCZ adjacent regions, but enhanced over the maritime continent (Lau and Wu, 2007).

Among many previous studies, Alexander et al. (2006) provided the latest, most comprehensive analysis regarding global-scale changes in extreme climate events through combining results obtained by many regional meetings on extreme climates (Choi et al., 2009a). A preliminary investigation of the relationship between the extremes indices and SST indicates that the interannual variability of temperature extremes may be related to local SSTs. However, the inter-annual variability of the regional series also seems to indicate that the peaks in the frequency of ‘warm extremes’ may coincide with large El Nino events (Caesar et al., 2011) Annual total wet-day precipitation of the Southeast Asia has increase by 21.61 mm per decade, while the extreme rain days has increase by 9.84 mm per decade. There is significant increase of warm night and significant decrease of cool day over the Southeast Asia (Caesar et al., 2011).

14.7.11.3 Climate Projections

Because of complex terrain and land-water contrasts, the low-resolution of CGCMs (typically at a scale of 200–500 km), renders that their simulation of the regional climate is poor for variables that depend highly on regional topography such as rainfall and temperature. Dynamical downscaling using regional climate models is an essential tool for filling the gap between CGCM projections and regional applications (Giorgi et al., 2004). A recent dynamical downscaling experiment at a 60-km horizontal resolution using a host CGCM under the SRES A1B emissions scenario was carried out to project changes for the region from 1990–1999 to 2045–2054 (Chotamonsak et al., 2011). The result shows a warming that varies from 0.1°C to 3°C depending on the location and season. Large changes in maximum temperature (1.0°C–1.5°C) are simulated over Cambodia, Southern Vietnam, and southern Thailand, whereas slight warming (<0.5°C) is simulated in elevated areas such as northern Myanmar and southern China. There is a greater warming at night-time than daytime for all seasons, with a decreasing diurnal temperature range. Rainfall is projected to increase averaged across the region, with local decreases in the dry season, but the spatial pattern of changes largely follows that based on outputs from CGCMs (Meehl et al., 2007a). The rainfall projection is less reliable given that the general lack of consensus commonly seen in a multi-model ensemble, and that, in the present case, it is based on one simulation forced by outputs from a host model. Further, this is a region where many CGCMs are notoriously poor at simulating the present-day climatology and the large biases inevitably carry over to the regional model. Other downscaling experiments (Nguyen et al., 2012) show that with the biases corrected, projected rainfall changes in many places could be opposite in direction to that of the host model (see discussion in Section 14.2.2.4).

14.7.11.4 CMIP5 Model Projections

The projection for this century is further warming in all months of the year with median model temperature (°C) values over land increasing from 0.8 in both DJF and JJA in RCP2.8 to 3.2 and 3.3 in RCP8.5 in DJF and JJA, respectively. In RCP4.5, by the end of the century (2080–2099), based on the 25% and 75% percentiles the projected temperature (°C) change in DJF varies between 1.5 and 2.2 and in JJA between 1.4 and 2.2 (see Table 14.2, Figures A1.64–A1.65 and the Supplementary Material for different time windows and four different RCPs).
In the half year (October to March), by the end of the century, the region is projected to receive weakly enhanced precipitation amounts with median model values of 3% in RCP2.6 increasing to 9% in RCP8.5. The 25% and 75% percentile range for the end of century projection in RCP4.5 are 4% – 10%. In the half year (April to September), the projected changes are almost identical (see Table 14.2, Figures A1.66–A1.67 and the Supplementary Material for different time windows and four different RCPs). This suggests that the region will receive a moderate increase in total precipitation amounts associated within the monsoon season.

In summary, there is high confidence that warming is very likely to continue through this century. It is likely that the warming will show substantial sub-regional differences. It is very likely that there will be a greater warming at night-time than daytime for all seasons. It is very likely that the rising temperatures will continue to be manifested in a rising number of hot days and warm nights, and a decline in cooler weather. There is medium confidence that rainfall is likely to increase averaged across the region, but the direction of change has strong geographical variations.

14.7.12 Australia and New Zealand

The climate of Australia is a mix of tropical and extra-tropical influences. Northern Australia lies in the tropics and is strongly affected by the Australian monsoon circulation, the IOD, the MJO and ENSO. Southern Australia extends into the extra-tropical westerly circulation and is also affected by the middle latitude storm track, the SAM, and mid-latitude transient wave propagation. Since New Zealand lies in the middle latitudes, its climate is most strongly affected by the mid-latitude storm track and the SAM. However, New Zealand climate is also significantly affected by the ENSO cycle.

Eastern Australian rainfall is strongly modulated by the ENSO cycle, with La Niña years typically associated with wet conditions and El Niño years with drier than normal conditions in the eastern half of the country, most notably in spring (McBride and Nicholls, 1983). The SAM also plays a significant role in modulating southern Australian rainfall, with the positive SAM associated with generally above-normal rainfall during summer (Hendon et al., 2007; Thompson et al., 2011).

On seasonal to decadal timescales, New Zealand precipitation is modulated by the SAM (Kidston et al., 2009; Thompson et al., 2011), ENSO (Kidson and Renwick, 2002; Ummenhofer and England, 2007), and the IPO (Griffiths, 2007; Salinger et al., 2001) Increased westerly flow across New Zealand, associated with negative SAM and with El Niño events, leads in western regions to increased rainfall and generally lower than normal temperatures. The positive SAM and La Niña conditions are generally associated with increased rainfall in the north and east of the country, and warmer than normal conditions.

Significant trends have been observed in Australian precipitation over recent decades, varying widely between seasons. Especially prominent is a decline in austral winter rainfall in Southwest Western Australia (SWWA; Cai and Cowan, 2006; IOCI, 2001) and autumn to winter rainfall over Southeast Australia (SEA; Murphy and Timbal, 2008). Since the 1970s, a decrease of about 20% has occurred in autumn and early-winter rainfall, associated with an even bigger (~40%) drop in stream inflow into dams. The rainfall decline in SWWA has been linked to changes in large-scale mean SLP (IOCI, 2001), shifts in synoptic systems (Hope et al., 2006), reduction in extreme wet conditions (Li et al., 2005), changes in baroclinicity (Frederiksen and Frederiksen, 2007), the SAM (Cai and Cowan, 2006; Hendon et al., 2007; Meneghini et al., 2007), natural multidecadal variability (Cai et al., 2005), land cover changes (Timbal and Arblaster, 2006), and anthropogenic forcing (Timbal et al., 2006). England et al. (2006) suggested that recent IOD-related warming trends across the eastern Indian Ocean basin bias the SST distribution to a pattern that corresponds to anomalous dry conditions for SWWA.

Recent drought in SEA has been accompanied by sustained long-term declines in precipitation across southern regions of Australia, with the majority of the decrease over SEA occurring during late austral autumn (Murphy and Timbal, 2008). The decrease has been associated with ENSO variability and long-term Indian Ocean warming (Cai and Cowan, 2008a). Other related factors include the poleward shift of the storm track associated with the positive SAM trend, and expansion of the subtropical dry zone and pressure rises over Australia (Cai and Cowan, 2012; Hope et al., 2010; Murphy and Timbal, 2008; Nicholls, 2010).

For winter and spring, Ummenhofer et al. (2009a) and Cai et al. (2009a) have related recent and historical droughts over SEA with trends and variability in the IOD.
It is without doubt that recent higher air temperatures have exacerbated the drought situation over SEA, in addition to substantial rainfall deficits. Nicholls (2004) found that both the mean maximum and minimum temperatures in the latest drought period are higher than in previous droughts due to continued continental-scale warming since the mid-20th century, almost certainly caused by increased greenhouse gas concentrations (Karoly and Braganza, 2005). Cai and Cowan (2008b) reported a 15% reduction in annual inflow into the MDB associated with a 1°C rise in temperatures.

Ummenhofer et al. (2009b) found the drying trend since 1979 across much of New Zealand during austral summer to be consistent with recent trends in the SAM and to a lesser extent to ENSO. A trend towards increased heavy rainfall in western regions and drying in the east has been linked to an increase in westerly winds over New Zealand (Griffiths, 2007). The increasing westerlies are related largely to ENSO and IPO variability since the mid-20th century.

Temperatures over New Zealand have risen by just under 1°C over the past century (Dean and Stott, 2009). The upward trend has been modulated by an increase in the frequency of cool southerly wind flows over the country since the 1950s. Once the southerly trend is taken account of, the warming observed over New Zealand is consistent with large-scale anthropogenic forcing (Dean and Stott 2009).

CMIP5-era climate models generally simulate the climate of Australia well (Watterson et al., 2012), in terms of the annual mean temperature and rainfall distribution, and show an improvement on CMIP3-era model simulations. Since ENSO has a strong effect on Australian climate, deficiencies in model simulation of ENSO (see Chapter 9) will have an impact on the simulation of interannual variability in Australian climate. Climate model simulations under enhanced greenhouse forcing project further reductions in rainfall over much of the country (Hope, 2006).

For New Zealand, future climate projections suggest further increases in the westerlies in winter and spring, though model biases in jet latitude in the present climate reduce confidence in the detail of future projections (Barnes et al., 2010). In summer and autumn, the increased frequency of the positive SAM, and the influence of poleward expansion of the subtropical high pressure belt, is projected to lead to drier conditions in many parts of the country, and a decrease in westerly wind strength in northern regions. Such projections imply increased seasonality of rainfall in many parts of the country (Reisinger et al., 2010). Both flood and drought risk is projected to approximately double over New Zealand during the 21st century, under the SRES A1B scenario. Temperatures are projected to rise at about 70% of the global rate, because of the buffering effect of the oceans around New Zealand. The median (from a range of SRES emissions scenarios and global models) increase in mean temperatures over New Zealand is expected to be around 2°C, compared to the late 20th century, for a global mean warming of around 3°C. Temperature rises are projected to be smallest in spring (SON) while the season of greatest warming varies by region around the country. Continued decreases in frost frequency, and increases in the frequency of high temperature extremes, are expected, but have not been quantified. Sea level rise is projected to continue at close to the global rate, as has been observed over the past century (Reisinger et al., 2010).

14.7.12.1 CMIP5 Model Projections

The projection for this century is further warming in all months of the year and in the considered two sub-regions (North Australia: NAU and South Australia/New Zealand: SANZ) with median model temperature (°C values increasing from (DJF: 1.2 and 1.1; JJA: 1.0 and 0.8) in RCP2.8 to (DJF: 4.1 and 4.0; JJA: 4.5 and 3.4) in RCP8.5. In RCP4.5, by the end of the century (2080–2099), based on the 25% and 75% percentiles the projected temperature (°C) change in DJF varies between (NAU: 1.7 and 2.7; SANZ: 1.6 and 2.4) and in JJA between (NAU: 1.7 and 2.6; SANZ: 1.3 and 1.8) (see Table 14.2, Figures AI.68–AI.69 and the Supplementary Material for different time windows and four different RCPs).

The projection for this century shows some clear sub-regional differences. In the half year (October to March), by the end of the century, both regions are projected to receive weakly reduced precipitation amounts with median model values of about −5% in RCP2.6 and with basically no changes in RCP8.5. The 25% and 75% percentile range for the end of century projection in RCP4.5 is for NAU: −6% – 4%, SANZ: −7% – 2%, respectively. In the other half-year (April to September), the projected changes is a reduction in
NAU in RCP2.6 with −5% and no change in SANZ, but −13% and −8% in RCP8.5. The percentile ranges in RCP4.5 are for NAU: −20%−3%, SANZ: −9%−2%, respectively (see Table 14.2, Figures A1.70–A1.71 and the Supplementary Material for different time windows and four different RCPs). This suggests that only the reductions in April to September are relatively robust multi-model results, while the other changes are insignificant.

In summary, based on analysis of observed trends, and simulations of future climate change from CMIP5 models, it is likely that cool season precipitation will continue to decrease over southern Australia (Cai et al., 2011a; Cai et al., 2011c; Shi et al., 2008b) associated with trends in the SAM and the IOD. Decreases on the order of 10% are projected for southern Australia by the end of the century, under RCP4.5. Associated with this, dry spells are likely to become more persistent over southern Australia (IPCC, 2012). Moreover, it is very likely that the Australian continent will continue to warm through the 21st century, at a rate similar to the global land-surface mean. Temperature rises of between 3°C and 4°C are projected for central and northern Australia by late-century, with slightly less warming in the south of the country (RCP4.5). The frequency of very warm days is virtually certain to increase through this century, across the whole country.

For an arid to semi-arid country such as Australia, this will put further stress on already strained water resources.

Based on downscaled CMIP3 model results and global-scale CMIP5 model output, it is very likely that temperatures will continue to rise over New Zealand, at somewhat less than the global rate through the 21st century. Precipitation is likely to increase in western regions in winter and spring, but the magnitude of change is likely to remain comparable to that of natural climate variability through the rest of the century (on the order of 10%, RCP4.5). In summer and autumn, it is as likely as not that precipitation amounts will change.

### 14.7.13 Pacific Islands Region

In addition to the impact from ENSO, there are several important processes that influence climate in the Pacific countries (see Figure 14.36, taken from Hennessy et al., 2011). A key component of the regional climate is the South Pacific Convergence Zone (SPCZ, Section 14.3.1). Fluctuations in the position of the SPCZ are a major cause of seasonal changes in rainfall, winds and tropical cyclone risk in Solomon Islands, Tuvalu, Vanuatu, Fiji, Tonga, Samoa, Niue and the Cook Islands, and in some years Nauru and Kiribati. The ITCZ (Section 14.3.1) affects the rainfall climate of Palau, Federated States of Micronesia (FSM), Marshall Islands, and in some years Papua New Guinea, Nauru and Kiribati. Rainfall totals in the ITCZ region (defined here as 160°E–120°W, 0°–15°N) peak in September to November at values around 50% higher than those of the (late) southern summer, January to March.

The West Pacific Monsoon (WPM) is the eastern edge of the broader Australian-Asian Monsoon system that moves from the Northern Hemisphere across the equator into the tropical regions of the Southern Hemisphere during austral summer months (Section 14.2.2). The WPM extends into the transition region of both the SPCZ and the ITCZ and can be characterised by the seasonal reversal of the prevailing winds (Kim et al., 2008; Smith et al., 2012). In the Northern Hemisphere, a seasonal wind reversal is experienced in Palau and parts of the FSM, and in some years as far east as the Marshall Islands. Other countries affected include Papua New Guinea, Solomon Islands, and on the outer edges, Tuvalu and Vanuatu. The peak monsoonal rain in both hemispheres decreases during El Niño.

**[INSERT FIGURE 14.36 HERE]**

Figure 14.36: Locations of the Pacific Climate Change Science Program (PCCSP) partner countries (all of which are labelled) and the dominant features of the regional climate in the western Pacific Ocean. Grey dashed lines indicate the boundary of the ‘PCCSP region’ used in much of the analysis, and orange arrows indicate the dominant wind flows. This is taken from the BoM-CSIRO Report (2011).

Climate in the northwestern tropical Pacific (Marshall Islands, Palau, and the FSM) is mainly influenced by the ITCZ and the WPM (Smith et al., 2012). The main rainfall months are June to August for Palau, and May to November for the Marshall Island and the FSM when both the ITCZ (September to November) and the WPM (June to August) bring heavy rainfall. ENSO has a strong influence through an impact on the Pacific warm pool, the WPM and the ITCZ. El Niño events typically bring very dry conditions to this region (Brown...
et al., 2012; Cai et al., 2009b). During El Niño, the WPM extends to the western FSM and the associated rainfall increase offsets a rainfall reduction induced by an equatorward shift of the ITCZ, resulting in a net rainfall increase in the wet season for the western states (Smith et al., 2012). During La Niña, the FSM experiences above-average numbers of tropical cyclones, similar to the situation in northern Australia (Lavender and Walsh, 2011; Nicholls et al., 1998). The WPM rarely extends to the Marshall Islands. During El Niño, as the ITCZ moves to the equator, rainfall decreases, often resulting in droughts four to six months after an El Niño event (Philander, 1990). More intense cyclones tend to occur during El Niño as ocean water to the east is anomalously warm (Hennessy et al., 2011).

Climate in the near-equatorial countries of Papua New Guinea (PNG), Nauru and Kiribati is affected by a combination of the ITCZ, the SPCZ and the WPM. Most of the rainfall in PNG comes from the WPM but is also influenced by the SPCZ (Smith et al., 2012), with higher-than normal rainfall typical during La Niña (Brown et al., 2012). Southern PNG experiences tropical cyclones, which tend to occur more during the neutral phase of ENSO (Kuleshov et al., 2010a; Kuleshov et al., 2010b). Nauru’s wet season is affected by the SPCZ and ITCZ, which sit to the south and north of the country, respectively. Being close to the Equator, Nauru does not experience tropical cyclones (Kuleshov et al., 2010a; Kuleshov et al., 2010b) but does experience droughts during La Niña as the SPCZ and ITCZ move to the west (Brown et al., 2012). Climate in Kiribati is similarly influenced by the SPCZ and the ITCZ, and drought can be very severe during La Niña.

The seasonal evolution of the SPCZ has a strong influence on the seasonality of the climate of the southern tropical Pacific (Cook Islands, Fiji, Niue, Samoa, Tonga, Tuvalu, Vanuatu, Solomon Islands), particularly during the austral summer wet season (Vincent, 1994). The SPCZ moves a few degrees northward during moderate El Niño events and southward during La Niña events (Folland et al., 2002; Vincent et al., 2011). During El Niño events, most of the southwest Pacific Island nations (listed above) experience forest fires and droughts (Kumar et al., 2006; Salinger et al., 2001), as well as an increased probability of tropical cyclone damage, because tropical cyclogenesis tends to reside within 6°–10° south of the SPCZ (Vincent et al., 2011). The reverse is generally true during La Niña. During strong El Niño events (e.g., 1982/1983, 1997/1998) the SPCZ undergoes an extreme swing of up to 10 degrees towards the equator and collapses to a more zonally-oriented structure (Vincent et al., 2011, Section 14.3.2). The impacts from these zonal SPCZ events are much more severe than those from moderate El Niño events (Cai et al., 2012; Vincent et al., 2011), and can include massive droughts and food shortages (Barnett, 2011).

The Cook Islands span a large latitudinal range, and ENSO has an opposite effect on the Northern to that on the Southern Group: in Rarotonga (in the south), El Niño events tend to bring drier conditions than normal, while in Penrhyn (in the north), El Niño usually brings wetter conditions (Brown et al., 2012). In Vanuatu, El Niño tends to reduce rainfall as the SPCZ moves eastward and northward, but once a threshold position is passed, further El Niño development has no influence. As such, there is no linkage between tropical cyclones affecting the country and El Niño (Basher and Zheng, 1995), similar to the situation in northeast Australia Cai et al. (2010). The number of tropical cyclones passing within 400 km of Port Vila (Vanuatu) has decreased markedly since mid-1985 - the only country where a strong trend is observed (Hennessy et al., 2011).

Analyses of data recorded by the respective national meteorological services show that temperatures generally increased throughout the Pacific Islands during the 20th century (Folland et al., 2003). Changes in temperature extremes have tended to follow those of mean temperatures, with most stations showing an increase in the occurrence of hot days and warm nights, and a decline in the number of milder days and cooler nights over the last four decades of the 20th century (Griffiths et al., 2005; Manton et al., 2001). During 1961–2000, locations to the north-east of the SPCZ became wetter, with the largest trends occurring in the eastern Pacific Ocean (east of 160°W), while locations to the south-west of the SPCZ became drier (Griffiths et al., 2003), indicative of a northeast shift of the SPCZ. Trends in the frequency of rain days were generally similar to those of total annual rainfall (Griffiths et al., 2003; Manton et al., 2001). Since 1980, WPM and ITCZ-related rain during June to August has decreased (Hennessy et al., 2011).

Since 1950, maximum temperatures have increased at a rate of around 0.1°C per decade at most sites in Palau the FSM, and the A decreasing rainfall trend is observed in Kwajalein of the Marshall Islands and in
Pohnpei of the FSM. It is not clear to what extent these decreasing rainfall trends are associated with a change in the ITCZ and/or the WPM (Smith et al., 2012).

Since 1950, annual maximum and minimum temperatures have also increased at around 0.1°C per decade in Port Moresby (PNG), and at the higher rate of 0.15°C–0.25°C per decade in Nauru, and 0.2°C per decade in Kiribati. There are no clear trends in annual or seasonal rainfall in Port Moresby or Nauru, but a well-defined increasing trend is seen in annual and wet season Kiribati rainfall. The rainfall increase in Kiribati is consistent with a SPCZ moving eastwards (Griffiths et al., 2003). There is no clear trend detected in the number of tropical cyclones for Southern Papua New Guinea (Kuleshov et al., 2010b).

Farther south, average temperatures have increased by up to 0.2°C per decade. In most countries, there are no clear trends in annual or seasonal rainfall, except in Vanuatu and Nuku'alofa of Tonga, where wet season rainfall has decreased slightly, in contrast to Penrhyn (of the Northern Cook Islands) where annual rainfall has increased. These trends are consistent with a rainfall reduction within the SPCZ and a slight northeast shift of the SPCZ (Griffiths et al., 2003). There is no clear trend in the number of tropical cyclones passing within 400 km of Tonga, Samoa and Cook Island, but a small reduction in Tuvalu, Fiji, Niue, and the Solomon Islands (Kuleshov et al., 2010a; Kuleshov et al., 2010b). However, in Vanuatu, a significant reduction in the number of tropical cyclones is observed (Hennessy et al., 2011).

Future projections for the tropical Pacific Island nations are based on direct outputs from a suite of CMIP3 models, updated using CMIP5 wherever available (Brown et al., 2011; Hennessy et al., 2011; Irving et al., 2011; Moise and Delage, 2011; Perkins, 2011; Perkins et al., 2012). These projections below carry a large uncertainty, even in the direction of change. A major source of the uncertainty is discussed below.

Annual average air and sea surface temperature are projected to continue to increase for all tropical Pacific countries. By 2055, under a high emissions scenario (A2), the increase is projected to be 1°C–2°C. A rise in the number of hot days and warm nights is also projected, and a decline in cooler weather, as already observed (Manton et al., 2001). For a low emission scenario, the lower range decreases about 0.5°C while the upper range reduces by between 0.2°C and 0.5°C.

In northwestern and near-equatorial regions, rainfall during the wet and dry seasons is projected to increase over the course of the 21st century. Wet season increases are consistent with the expected intensification of the West Pacific Monsoon and the ITCZ (Smith et al., 2012). For the southwestern tropical Pacific, the CMIP3 and CMIP5 ensemble mean change in summer rainfall is far smaller than the inter-model trend range (Brown et al., 2012b; Widlanski and al., 2012). Based on direct outputs of CMIP5, there is a projected intensification in the western part of the SPCZ and near the equator with little mean change in the SPCZ position (Brown et al., 2012a; Brown et al., 2012b). For the Southern Group of the Cook Islands, the Solomon Islands, and Tuvalu, average rainfall during the wet season is projected to increase; and for Vanuatu, Tonga, Samoa, Niue, Fiji, a decrease in dry season is accompanied by an increase in the wet season, indicating an intensified seasonal cycle.

Model projections show extreme rainfall days are likely to occur more often in all regions (Perkins, 2011). Droughts are projected to become less frequent in many areas, although there is little consensus between models for PNG and the southwestern states. Tropical cyclone frequency is projected to decrease in most affected regions by the late 21st century, with a regional mix of decreasing or increasing proportions of more intense storms (Chattopadhyay and Abbs, 2012) (Walsh et al., 2012b).

To a large extent, the response of the ITCZ, the SPCZ, and the WPM to greenhouse warming will determine how climate will change in tropical Pacific. The above projections are based on an intensification of the ITCZ and the SPCZ. Although the intensification appears to be reproduced in CMIP5 models (Brown et al., 2012a), it has recently been questioned (Widlanski and al., 2012) (see Section 14.3.1). There are two competing mechanisms, the “wet regions getting wetter” and the “warmest getting wetter, or coldest getting dryer” paradigm. These two mechanisms compete within much of the SPCZ region. Based on a multi-model ensemble of 55 greenhouse warming experiments, in which model biases are corrected, tropical SST changes between 2°C–3°C resulted in a 5% decrease of austral summer moisture convergence in the current SPCZ region (Widlanski and al., 2012). This projects a diminished rainy season for most Southwest Pacific island nations. In Samoa and other neighbour islands, for example, summer rainfall may decrease on average by
10–20% during the 21st century as simulated by the hierarchy of bias-corrected atmospheric model experiments. Less rainfall, combined with increasing surface temperatures and enhanced potential evaporation, could increase the chance for longer-term droughts in the region. Such projections are completely opposite to those based on direct model outputs.

**INSERT FIGURE 14.37 HERE**

*Figure 14.37: Multi-model mean change in November to April rainfall (mm day$^{-1}$) in global climate models (left) and CCAM 60 km simulations (right), each consisting of the same six models, for the 30-year period centred on 2055, relative to a 30-year period centred on 1990, using the A2 (high) emissions scenario.*

Recent downscaling experiments support the above conclusion regarding the impact of biases on the SPCZ change, and suggest that the projected intensification of the ITCZ may have uncertainty of a similar nature (Chapter 7, Hennessy et al., 2011). In these experiments a bias correction is applied to average sea surface temperatures, and the atmosphere is forced with the “correct” climatological seasonal cycle together with warming derived from large-scale model outputs. The results show opposite changes in much of the SPCZ and some of the ITCZ regions (Figure 14.37).

Despite the strong uncertainty highlighted above, there is a consensus in direct outputs and bias-corrected experiments regarding an increase in rainfall along the equator. This is underpinned by a strong consensus on a faster warming rate in the equatorial Pacific than the off-equatorial regions (Xie et al., 2010b). A consequence is an increase in the frequency of the zonal SPCZ events (Cai et al., 2012), implying an increased frequency of extreme droughts and tropical cyclone occurrence.

In summary, it is very likely that temperatures, including the frequency and magnitude of extreme high temperatures, will continue to increase through the 21st century (around 1.5°C–2°C increase on average by 2100, RCP4.5). Rainfall is likely to increase in equatorial regions (e.g., Kiribati, where increases of 20–50% are projected by 2100). Given the new model results and physical insights since the AR4, it now seems that the rainfall outlook is uncertain in regions directly affected by the SPCZ and western portion of the ITCZ, and it is as likely as not that rainfall will increase in many Pacific Island nations.

### 14.7.14 Antarctica

Much of the climate variability of Antarctica and the Southern Ocean is modulated by the Southern Annular Mode (SAM, Section 14.5.2), the high-latitude atmospheric response to ENSO (Section 14.4), and interactions between the two (Fogt et al., 2011; Stammerjohn et al., 2008). Some signatures of the two phenomena in Antarctic temperature, snow accumulation, and sea ice have been well documented by observational and modelling studies (Bromwich et al., 2004; Genthon et al., 2003; Guo et al., 2004; Kaspari et al., 2004; Kwok and Comiso, 2002; Marshall, 2007; van den Broeke and van Lipzig, 2004). Observation-based investigations have often focused on East Antarctica and the Antarctic Peninsula, with little insight into West Antarctica owing to the lack of continuous, long-term instrumental records. However, since the AR4, several Antarctic temperature reconstructions have been completed that have shed new light on multi-decadal atmospheric variability in this part of the continent (Bromwich et al., 2012; Chapman and Walsh, 2007b; Monaghan et al., 2008; Schneider et al., 2012; Steig et al., 2009).

The positive SAM is typically associated with warmer (colder) conditions over the Peninsula (East Antarctica), with a mixed and generally non-significant impact over West Antarctica (Kwok and Comiso, 2002; Thompson and Solomon, 2002; van den Broeke and van Lipzig, 2004). In contrast, ENSO influence in high southern latitudes is manifested by mean sea level pressure anomalies over the southeast Pacific that primarily affect West Antarctic climate (Bromwich et al., 2004; Guo et al., 2004; Turner, 2004). ENSO variability tends to produce out-of-phase variations between the western and eastern sectors of West Antarctica in various atmospheric fields (Bromwich et al., 2004; Kaspari et al., 2004). This signal is part of the Pacific South American (PSA) pattern (see Section 14.6.2).

The positive trend in the SAM index in recent decades during austral summer and autumn (see Section 14.5.2) has been related to the contrasting temperature trend patterns observed in these two seasons, with warming on the eastern coast and northern tip of the Antarctic Peninsula region and cooling (or no significant temperature change) over much of East Antarctica (Thompson and Solomon, 2002; Thompson et
al., 2011; Turner et al., 2005). The high polarity of the SAM is also consistent with the significant increase in snow accumulation observed in the southern part of the Peninsula (Thomas et al., 2008). For the other seasons, and for West Antarctica, our interpretation of observed changes is more complex.

Unlike the eastern Antarctic Peninsula, its western coast shows maximum warming in austral winter (when the SAM does not exhibit any significant trend), which has been attributed to reduced sea-ice concentrations in the Bellingshausen Sea. Recent studies have emphasized the role of tropical SST forcing, not directly linked to ENSO, to explain the prominent spring- and wintertime atmospheric warming in West Antarctica (Ding et al., 2011; Schneider et al., 2012). There is further evidence of tropical SST influence on Antarctic temperatures and precipitation on decadal to inter-decadal time scales (Monaghan and Bromwich, 2008; Okumura et al., 2012).

The atmospheric variability associated with SAM and ENSO affects Antarctic sea ice through changes in surface wind stress (Massom and Stammerjohn, 2010). Strong circumpolar westerlies act to enhance the Ekman drift, promoting sea-ice formation near the coast, northward transport near the sea-ice edge, and greater sea ice extent (Thompson et al., 2011). This mechanism and the recent positive trend in the SAM is consistent with the small but significant increase in total Antarctic sea ice extent since 1979 (most pronounced in austral spring), despite a warmer Southern Ocean (Comiso and Nishio, 2008; Gille, 2008; Turner et al., 2009a; Turner et al., 2009b). The largest trends are seen in the South Pacific sector, with increasing (decreasing) sea ice extent in the Ross Sea (Bellingshausen Sea). This dipole-like pattern has been explained by an enhanced zonal wave number 3 pattern in the mean sea level pressure field around Antarctica, with the deepest low over the Amundsen Sea and enhanced southerly (northerly) surface winds in the Ross Sea (Bellingshausen Sea) (Turner et al., 2009b). Decadal variability in both the SAM and ENSO has been invoked to explain these changes (Sigmond and Fyfe, 2010; Stammerjohn et al., 2008; Turner and Overland, 2009). Among other far-reaching consequences of changes in the SAM, a strengthening of the circumpolar westerlies has been linked to a reduction in CO₂ uptake by the Southern Ocean (Le Quéré et al., 2007).

Since the AR4, the effects of atmospheric variability upon the Southern Ocean have received increasing attention because ice shelf basal melting and thinning are suspected to be the main causes for the acceleration of coastal glaciers in West Antarctica (Jacobs et al., 2011; Pritchard et al., 2012; Thoma et al., 2008). Anomalous melting is thought to result from upwelling of relatively warm Circumpolar Deep Water brought about by atmospheric circulation anomalies linked to changes in the SAM and tropical SST forcing (Pritchard et al., 2012; Steig et al., 2012; Thompson et al., 2011).

Modelling of Antarctic climate remains challenging, in part because of the nature of the high-elevation ice sheet in the east Antarctic and its effects on regional climate (Chapter 9, section 9.4.1.1). Moreover, modelling ice properties themselves, for both land ice and sea ice, is an area that is still developing despite improvements in recent years (Picard et al., 2012; Vancoppenolle et al., 2009; Chapter 9, Section 9.1.3.2.4). Modelling the role of the stratosphere and of ozone recovery is important for Antarctic climate, as stratospheric change is intimately linked to trends in the SAM (Section 14.5.2).

The strong reduction in Antarctic sea ice extent projected for the 21st century (Arzel et al., 2006; Bracegirdle et al., 2008) suggests that the positive SAM effect on sea ice will not be sufficient to compensate for the added thermal and radiative forcings from the atmosphere and ocean (Turner et al., 2009a). Our confidence in future climate model simulations hinges on the ability of GCMs to properly simulate the SAM pattern and temporal variability. Large disparity in model skills have been found in AR4 simulations (Fogt et al., 2009), a number of which did not feature any ozone depletion and/or recovery. Moreover, Austin et al. (2010) used an ensemble of coupled-chemistry climate models to simulate the future evolution of the Antarctic ozone hole and found a relatively wide range of results.

Recent improvements in the modelling of stratospheric chemistry and dynamical processes have had a major impact on the projection of future SAM trends and related climate changes over Antarctica and the southern oceans (Section 14.5.2, Chapter 9). During the rest of this century, recovery of the ozone hole and increasing atmospheric greenhouse gas concentrations are likely to influence the SAM in opposite directions, leading to a decrease in the positive trend seen in recent decades and possibly leading to increased warming over the Antarctic continent.
It is unclear what effect ENSO will have on future Antarctic climate change as the ENSO response to GHG emission scenarios was found to be highly model-dependent (Meehl et al., 2007b), with no indication of a significant shift in the amplitude or frequency of ENSO variability (see Section 14.4). The representation of the ENSO phenomenon has proved particularly challenging in AR4 models (Lin, 2007).

Seasonally, changes in the strength of the circumpolar westerlies are also expected during the twenty-first century as a result of changes in the semi-annual oscillation (SAO) caused by alterations in the meridional temperature gradient between the mid- and high latitudes of the Southern Hemisphere. Bracegirdle et al. (2008) considered modelled circulation changes over the Southern Ocean and found a more pronounced strengthening of the autumn peak of the SAO compared with the spring peak.

Future changes in surface temperature over Antarctica are likely to be smaller than the global mean, and much smaller than those projected for the Arctic, because of the buffering effect of the southern oceans, and the thermal mass of the east Antarctic ice sheet (Chapter 12.4.1). Future projections of precipitation over Antarctica remain uncertain.

In summary, it is very likely that Antarctic temperatures will increase through the rest of the century, but more slowly than the global mean rate of increase (average continental temperature rises of around 2°C by 2100, RCP4.5). Sea surface temperatures over the oceans around Antarctica are likely to rise more slowly, closer to 1°C rise by 2100 (RCP4.5). As temperatures rise, it is also likely that precipitation will increase, up to 20% or more over the east Antarctic (CMIP5 RCP4.5 projections). However, given known difficulties associated with correctly modelling Antarctic climate, and uncertainties associated with future SAM and ENSO trends and the extent of Antarctic sea ice, precipitation projections have only moderate confidence.

[START FAQ 14.1 HERE]

FAQ 14.1: How are Projected Changes in Regional and Global Climate Related?

Regional climates are strongly affected by regional processes, and by the effects of climate phenomena which move heat from one region to another. Such natural variations in climate can add to, or weaken, global-scale trends for years to decades. As the globe warms, climate change is likely to alter the way natural phenomena are expressed, which may further affect the rate of change of regional climates around the globe.

Because the sun’s energy is not distributed evenly over the globe, regional climates vary, while the effects of topography, land-sea contrast and land cover all help to create still more localised climates. For similar reasons, the effects of climate change are not distributed evenly, but vary by region, according to latitude and geographical variation, regional land use changes and other factors.

Global average climate change is a signature of the overall increase of energy in the climate system—a result of increased emissions of greenhouse gases (which themselves are distributed roughly uniformly around the globe). Regional climate changes are related not only to latitude and geographical differences, but also the structure of the climate system, and the actions of various climate phenomena, such as patterns of variability, or regional feedback processes.

Near-equatorial latitudes are projected to become wetter, while regions on the poleward edges of the subtropics are projected to get drier, as the subtropical high pressure belts continue to expand towards the poles. Regions still farther poleward are likely to experience more rain—and winter snowfall—as the atmosphere warms, and its average moisture content increases. The largest temperature increases, meanwhile, are projected to occur in the Arctic, while lower latitudes and the Southern Hemisphere warm at rates closer to the global mean (FAQ14.1, Figure 1, left). Moreover, the rate of change of extremes of weather and climate varies regionally, influenced by large-scale change and regional effects.

[INSERT FIGURE FAQ14.1, FIGURE 1 HERE]

FAQ 14.1, Figure 1: (Left) Average pattern of surface warming projected for the final decade of the 21st century from a suite of Coupled Model Intercomparison Project Phase 5 models (taken from Chapter 12, Figure 12.40). Units are...
change per degree of global warming. (Right) Change during December to February in the 90th percentile of daily maximum temperature, as a fraction of the globally and annually averaged increase of median maximum temperature (from Orlowski and Seneviratne, 2012).

The polar regions provide good case studies of some of the factors at play. Climate change is evolving quite differently in each, because of the influences of contrasting climate patterns. In the Arctic, warming is happening considerably faster than the global average, mostly because the melting of ice and snow produces a regional feedback by allowing more sunlight to be absorbed. That gives rise to further warming, which encourages more ice and snow melt.

Many parts of the Antarctic continent—especially the east Antarctic—and surrounding ocean surface have seen little warming in recent decades. Some have even cooled, while Antarctic sea-ice extent is gradually increasing. This is largely because the westerly wind belt over the southern oceans has sped up in the last few decades, driven by the loss of stratospheric ozone, and from changes in the atmosphere's temperature structure related to increased greenhouse gas concentrations. That westerly increase has the effect of isolating the Antarctic continent and reducing heat transport from lower latitudes. It is also thought to draw sea ice northwards. The Antarctic Peninsula, however, is warming rapidly, because it extends far enough northwards to lie under the westerly wind belt.

Natural climate phenomena, such as the El Niño-Southern Oscillation (ENSO), transport heat between one region and another, and between the atmosphere and the oceans. During an El Niño, the eastern tropical Pacific warms, while regions in the north and south Pacific tend to cool, for several months at a time (FAQ14.1, Figure 2). Such natural cycles overlie the century-scale warming pattern related to human activity (FAQ14.1, Figure 1, left panel), and add a lot of seasonal and annual variability to regional climates. The evolution through time of temperatures (and other aspects of the climate) arises from a combination of ENSO and other natural effects, plus the longer-term, human-induced trend.

Changes in the behaviour of phenomena such as ENSO would cause changes to this regional heating and cooling, on top of any background warming trend. In some areas, those changes would help reinforce the background global trend; in others, they would tend to damp it out. The future of the ENSO cycle remains uncertain, because its behaviour will depend upon how the oceanic and atmospheric circulations evolve across the tropical Pacific. The details of such evolution, however, are not consistently represented in current climate models.

[INSERT FIGURE FAQ14.1, FIGURE 2 HERE]

FAQ 14.1, Figure 2: Pattern of covariance between seasonal surface temperature anomalies and the Southern Oscillation Index (SOI). Colours show the average temperature anomaly pattern for an SOI value of –1 (El Niño event). Units are °C.

Phenomena that play out over longer time frames, such as the Pacific Decadal Oscillation (PDO) and the Atlantic Multi-decadal Oscillation (AMO), play an important role, as they can affect climate trends over decades. In different regions, they also can mask or amplify climate change signals for many years at a time. Because they directly influence regional climates, and are often associated with climate extremes such as drought, floods and heat waves, it is critical to intimately understand how such climate phenomena work, and how they are changing in response to anthropogenic warming of the climate system.

[END FAQ 14.1 HERE]

[START FAQ 14.2 HERE]

FAQ 14.2: How is Climate Change Affecting Monsoons?

The monsoons are critical to the climate of many tropical regions. Their strength and timing is related to air moisture content, land-sea temperature contrast, land cover and use, atmospheric aerosol loadings, and other factors. Overall, monsoons are projected to become more intense in future, and to affect larger areas, because atmospheric moisture content increases with temperature, and the land surface is generally warming faster than the ocean surface. Regionally, however, many other factors come into play, so the localised effects of climate change upon monsoon strength and variability remain uncertain.
Monsoons are the most important mode of seasonal climate variation in the tropics, responsible for a large fraction of annual rainfall in many regions. Monsoon rains fall over all tropical continents: Asia, Australia, the Americas, and Africa. The monsoon circulation is driven by the difference in temperature between land and sea, which varies seasonally with the distribution of solar heating. The duration and amount of rainfall depends on the moisture content of the air, and on the configuration and strength of the atmospheric circulation. The regional distribution of land and ocean also play a role, as does topography. For example, the Tibetan Plateau—along with variations in its snow cover and surface heating—modulates the strength of the Asian monsoon. Where moist on-shore winds rise over mountains, as they do in southwest India, monsoon rainfall is intensified. In the lee of such mountains, it lessens.

The East Asian summer monsoon has been weakening and not extending as far north since the late 1970s, as a result of changes in the atmospheric circulation. That in turn has led to increasing drought in northern China, but floods in the Yangtze river valley farther south. The Indo-Australian and Western Pacific monsoon systems show no coherent trends since the mid-20th century, but are strongly modulated by the El Niño-Southern Oscillation (ENSO) cycle. Similarly, changes observed in the South American monsoon system over the last few decades are strongly related to ENSO variability, rather than to longer-term human influences on the climate. Evidence of trends in the North American monsoon is limited, but a tendency towards heavier rainfall on the northern side of the main monsoon region has been observed. No systematic trends have been observed in the behaviour of the Indian or the African monsoons.

Human activity can influence the monsoons by affecting atmospheric moisture (water vapour) content, and surface heating. Because moisture content varies strongly with air temperature, it is affected by greenhouse gas-induced warming. The land surface warms more rapidly than the ocean surface, so that temperature contrast—which drives the monsoons—is increasing in most regions. Surface heating varies with the intensity of solar radiation absorbed, which is itself affected by any land use changes that alter the albedo (reflectivity) of the land surface. Also, changing atmospheric aerosol loadings, such as air pollution, affect how much solar radiation reaches the ground, which can weaken the monsoon circulation by reducing summer solar heating of the land surface. Climate change is also associated with changes in the atmospheric circulation—such as the distribution and strength of tropical winds—which can lead to regional changes in monsoon intensity, area, and timing.

[INSERT FAQ14.2, FIGURE 1 HERE]

FAQ 14.2, Figure 1: Schematic diagram illustrating the main ways that human activity influences monsoon circulations. As the climate warms, the basic driver of the summer monsoon, land-sea temperature difference, is increasing since the land surface warms faster than the ocean. Also, warmer air contains more water vapour, increasing the potential for heavy rainfalls. Land use change and atmospheric aerosol loading can affect the amount of solar radiation that is absorbed. Other effects (not illustrated here) include warming-related changes in large-scale circulation that influence the strength and extent of the overall monsoon circulation.

The strongest effect of climate change upon the monsoons is the increase in atmospheric moisture associated with warming of the atmosphere. For every 1°C of warming, the maximum atmospheric moisture content increases by around 7%, implying an increase in total monsoon rainfall. However, rainfall increases much more slowly than does the total moisture content of the atmosphere, because overall precipitation changes are constrained by slower changes in the atmospheric radiation balance. This implies that the atmospheric circulation slows as the climate warms. Such slowing of the tropical overturning circulation has seen the whole tropical latitude band expand polewards in recent decades.

Climate model projections through the 21st century tend to show an increase in total monsoon rainfall, largely due to increasing atmospheric moisture content. The total surface area affected by the monsoons is projected to increase, along with the general poleward expansion of the tropical regions. However, even as total tropical monsoon rainfall increases, some areas will receive less monsoon rain, thanks to weakening tropical wind circulations over a larger area.

The regional distribution of rainfall increase and decrease, and changes in monsoon timing, remain uncertain, as they depend on localised atmospheric circulation changes and heating contrasts. Year-to-year variations in the monsoons in many tropical regions are affected by ENSO. How ENSO will change in future—and how its effects on monsoon variability will change—also remains uncertain. However, the
projected overall increase in monsoon rainfall signals a corresponding increase in the risk of extreme rains in most regions.

Future regional trends in monsoon intensity and timing remain uncertain in many parts of the world. However, climate model projections suggest increased precipitation in the Asian monsoon, along with a rise in interannual season-averaged precipitation variability, and a delay in the timing of the West African monsoon.
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Box 14.1, Table 1: Regional impacts of modes of variability.

<table>
<thead>
<tr>
<th>Mode</th>
<th>Regional Impacts of Modes of Variability</th>
</tr>
</thead>
<tbody>
<tr>
<td>ENSO</td>
<td>Global impact on interannual variability in global mean temperature. Influences severe weather and tropical cyclone activity worldwide. The diverse El Niño flavours present different teleconnection patterns that induce large impacts in numerous regions from polar to tropical latitudes (see Section 14.4).</td>
</tr>
<tr>
<td>PDO</td>
<td>Influences surface air temperature and precipitation over the entire North American continent and extratropical North Pacific. Modulates ENSO rainfall teleconnections e.g., Australian climate.</td>
</tr>
<tr>
<td>IPO</td>
<td>Modulates decadal variability in Australian rainfall, and ENSO teleconnections to rainfall, surface temperature, river flow and flood risk over Australia, New Zealand and the SPCZ.</td>
</tr>
<tr>
<td>NAO</td>
<td>Influences the N. Atlantic jet stream, storm tracks and blocking and thereby affects climate in over the N. Atlantic and surrounding landmasses.</td>
</tr>
<tr>
<td>NPO</td>
<td>Influences winter air temperature and precipitation over much of western North America as well as Arctic sea ice in the Pacific sector.</td>
</tr>
<tr>
<td>SAM</td>
<td>Influences temperature over Antarctica, Australia, Argentina, Tasmania and the south of New Zealand and precipitation over southern South America, New Zealand, Tasmania, Australia and South Africa</td>
</tr>
<tr>
<td>PNA</td>
<td>Influences the jet stream and storm tracks over the Pacific and North American sectors, exerting notable influences on the temperature and precipitation in these regions on intraseasonal and interannual time scales.</td>
</tr>
<tr>
<td>PSA</td>
<td>Influences atmospheric circulation over South America and thereby has impacts on precipitation over the continent.</td>
</tr>
<tr>
<td>AMO</td>
<td>Influences air temperatures and rainfall over much of the Northern Hemisphere, in particular, North America and Europe. It is associated with multidecadal variations in Indian, East-Asian and West-African monsoons, the North-African Sahel and North-east Brazil rainfall, the frequency of North American droughts and Atlantic hurricanes.</td>
</tr>
<tr>
<td>AMM</td>
<td>Influences seasonal hurricane activity in the tropical Atlantic on both decadal and interannual time scales. Its variability is strongly influenced by other modes, particularly ENSO and NAO.</td>
</tr>
<tr>
<td>AN</td>
<td>Affects the West African Monsoon, the oceanic forcing of Sahel rainfall on interannual to interdecadal timescales and the spatial extension of drought in South Africa</td>
</tr>
<tr>
<td>IOB</td>
<td>Associated with the intensity of Northwest Pacific monsoon, the tropical cyclone activity over the Northwest Pacific and anomalous rainfall over East Asia</td>
</tr>
<tr>
<td>IOD</td>
<td>Associated with droughts in Indonesia, reduced rainfall over Australia, intensified Indian summer monsoon, floods in East Africa, hot summers over Japan, and anomalous climate in the extratropical Southern Hemisphere</td>
</tr>
<tr>
<td>TBO</td>
<td>Modulates the strength of the Indian and West Pacific monsoons. Affects droughts and floods over large areas of south Asia and Australia</td>
</tr>
<tr>
<td>MJO</td>
<td>Modulates the intensity of monsoon systems around the globe and tropical cyclone activity in the Indian, Pacific and Atlantic Oceans, enhanced rainfall in Western North America, Northeast Brazil, Southeast Africa and Indonesia during boreal winter and Central America/Mexico and Southeast Asia during boreal summer.</td>
</tr>
<tr>
<td>QBO</td>
<td>Strongly affects the strength of the northern stratospheric polar vortex as well as the extratropical troposphere circulation particularly in boreal winter.</td>
</tr>
<tr>
<td>BLC</td>
<td>Associated with cold air outbreaks, heat-waves, floods and droughts in middle and high latitudes of both hemispheres</td>
</tr>
<tr>
<td>EAP</td>
<td>Influences wintertime storminess and regional temperature and precipitation in western Europe e.g., southern England, western France and the Iberian peninsula.</td>
</tr>
</tbody>
</table>

Notes:

1. AMM: Atlantic Meridional Mode
2. AMO: Atlantic Multi-decadal Oscillation
3. AN: Atlantic Niño pattern
4. BLC: Blocking events
5. EAP: East Atlantic pattern
6. ENSO: El Niño-Southern Oscillation
7. IOB: Indian Ocean Basin pattern
IOD: Indian Ocean Dipole pattern
IPO: Interdecadal Pacific Oscillation
MJO: Madden-Julian Oscillation
NAO: North Atlantic Oscillation
NPO: North Pacific Oscillation
PDO: Pacific Decadal Oscillation
PNA: Pacific North America pattern
PSA: Pacific South America pattern
QBO: Quasi-Biennial Oscillation
SAM: Southern Annular Mode
TBO: Tropospheric Biennial Oscillation
Table 14.1: Lists of years for Eastern Pacific and Central Pacific El Nino events. A: Types based on EOF by (Ashok et al., 2007), B: Types based on the relative ration between NINO3 and NINO4 SST index by (Yeh et al., 2009a), C: similar to (Yeh et al., 2009a) but 1982-2010 climatology by (Lee and McPhaden, 2010), D: As in C but 1948-2006 climatology by(Li et al., 2011 ), E: similar to B but including ‘Mixed type, M’ by (Kug et al., 2009), F: Types based on subsurface temperature by (Yu et al., 2011), G: Types based on sea surface salinity for 1977-2008 by (Singh et al., 2011), H: Modified (Ashok et al., 2007) by (Li et al., 2010a), I: Similar to (Yeh et al., 2009a) but 1950-2008 climatology by (Hu et al., 2012b). CP indicates ‘Central Pacific El Nino’, ‘date line El Nino’, or ‘El Nino-Modoki’ events; EP indicates ‘Eastern Pacific El Nino’ or ‘conventional El Nino’; M indicates the mixed type that belongs to neither EP nor CP type. Each paper uses different terminology but here EP, CP and M instead of various names.

<table>
<thead>
<tr>
<th>El Nino</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>H</th>
<th>I</th>
</tr>
</thead>
<tbody>
<tr>
<td>1968–1969</td>
<td>CP</td>
<td>CP</td>
<td>CP</td>
<td>CP</td>
<td>CP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1977–1978</td>
<td>CP</td>
<td>CP</td>
<td>CP</td>
<td>CP</td>
<td>CP</td>
<td>CP</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1990–1991</td>
<td>CP</td>
<td>CP</td>
<td>CP</td>
<td>CP</td>
<td>CP</td>
<td>CP</td>
<td>CP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1992–1993</td>
<td>CP</td>
<td>CP</td>
<td>CP</td>
<td>CP</td>
<td>CP</td>
<td>M</td>
<td>CP</td>
<td>CP</td>
<td></td>
</tr>
<tr>
<td>1994–1995</td>
<td>CP</td>
<td>CP</td>
<td>CP</td>
<td>CP</td>
<td>CP</td>
<td>M</td>
<td>CP</td>
<td>CP</td>
<td>CP</td>
</tr>
<tr>
<td>2001–2002</td>
<td>CP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2002–2003</td>
<td>CP</td>
<td>EP</td>
<td>CP</td>
<td>CP</td>
<td>CP</td>
<td>CP</td>
<td>CP</td>
<td>CP</td>
<td>CP</td>
</tr>
<tr>
<td>2003–2004</td>
<td>EP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2004–2005</td>
<td>CP</td>
<td>CP</td>
<td>CP</td>
<td>CP</td>
<td>CP</td>
<td>CP</td>
<td>CP</td>
<td>CP</td>
<td>CP</td>
</tr>
<tr>
<td>2009–2010</td>
<td>CP</td>
<td>CP</td>
<td>CP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reference</td>
<td>Model/Type</td>
<td>Resolution</td>
<td>Experiment</td>
<td>Basin</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>----------------------------</td>
<td>---------------------</td>
<td>------------</td>
<td>------------------------------</td>
<td>-----------</td>
<td>-----------------</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>(Sugi et al., 2002)</td>
<td>JMATimeslice</td>
<td>T106 L21 (~120km)</td>
<td>10y 1xCO2, 2xCO2</td>
<td>-34</td>
<td>-28</td>
<td>-39</td>
<td>+61</td>
<td>-66</td>
<td>-67</td>
</tr>
<tr>
<td>(McDonald et al., 2005)</td>
<td>HadAM3 Timeslice</td>
<td>N144 L30 (~100km)</td>
<td>15y IS95a 1979-1994 2082-2097</td>
<td>-6</td>
<td>-3</td>
<td>-10</td>
<td>-30</td>
<td>-30</td>
<td>+80</td>
</tr>
<tr>
<td>(Hasegawa and Emori, 2005)</td>
<td>CCSR/NIES/FRCGC</td>
<td>T106 L56 (~120km)</td>
<td>5x20y at 1xCO2 7x20y at 2xCO2</td>
<td>-4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Yoshimura et al., 2006)</td>
<td>JMA Timeslice</td>
<td>T106 L21 (~120km)</td>
<td>10y 1xCO2, 2xCO2</td>
<td>-15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Oouchi et al., 2006)</td>
<td>MRI/JMA Timeslice</td>
<td>T1059 L60 (~20km)</td>
<td>10y A1B 1982-1993 2080-2099</td>
<td>-30</td>
<td>-28</td>
<td>-32</td>
<td>+34</td>
<td>-38</td>
<td>-34</td>
</tr>
<tr>
<td>(Chauvin et al., 2006)</td>
<td>ARPEGE Climat</td>
<td>~50 km</td>
<td>Downsclae CNRM B2</td>
<td>+18</td>
<td></td>
<td></td>
<td>+18</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Downsclae Hadley A2</td>
<td></td>
<td>-25</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Stowasser et al., 2007)</td>
<td>IPRC Regional</td>
<td></td>
<td>Downsclae NCAR CCSM2, 6xCO2</td>
<td>+19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Bengtsson et al., 2007)</td>
<td>ECHAM5 Timeslice</td>
<td>T213 (~60 km)</td>
<td>2071-2100, A1B</td>
<td>-13</td>
<td>-8</td>
<td>-20</td>
<td>+4</td>
<td>-26</td>
<td></td>
</tr>
<tr>
<td>(Bengtsson et al., 2007)</td>
<td>ECHAM5 Timeslice</td>
<td>T319 (~40 km)</td>
<td>2071-2100, A1B</td>
<td>-19</td>
<td>-13</td>
<td>-28</td>
<td>+7</td>
<td>-51</td>
<td></td>
</tr>
<tr>
<td>(Emanuel et al., 2008)</td>
<td>Statistical-</td>
<td>---</td>
<td>Downsclae 7 CMIP3 mods.: A1B, 2180-2200 Average over 7 models</td>
<td>-7</td>
<td>+2</td>
<td>-13</td>
<td>+4</td>
<td>+6</td>
<td>-5</td>
</tr>
<tr>
<td>(Knutson et al., 2008)</td>
<td>GFDL Zetac regional</td>
<td>18 km</td>
<td>Downsclae CMIP3 ens. A1B, 2080-2100</td>
<td>-27</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Leslie et al., 2007)</td>
<td>OU-CGCM with</td>
<td>Up to 50 km</td>
<td>2000 to 2050 control and IS92a (6 members)</td>
<td>-0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Gualdi et al., 2008)</td>
<td>SINTEX-G coupled</td>
<td>T106 (~120 km)</td>
<td>30 yr 1xCO2, 2xCO2, 4xCO2</td>
<td>-16 (2x)</td>
<td>-44 (4x)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Box 14.2, Table 1:** Projections of tropical storm frequency. Projected change in frequency of tropical storms in warm climate runs relative to control run in percent. Red and blue numbers/text denote projected increases and decreases, respectively. Bold text denotes where a statistical significance test was reported that showed significance. The frequency projections from Emanuel et al. (2008) been computed slightly differently from those shown in Figure 8 of the original paper in order to facilitate intercomparison with projection results from other studies.
<table>
<thead>
<tr>
<th>Source</th>
<th>Model/Region</th>
<th>Resolution</th>
<th>Methodology</th>
<th>Sub-models/Settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Semmler et al., 2008)</td>
<td>Rosby Centre regional model</td>
<td>28 km</td>
<td>16 yr control and A2, 2085-2100</td>
<td>-13</td>
</tr>
<tr>
<td>(Zhao et al., 2009)</td>
<td>GFDL HIRAM Timeslice</td>
<td>50 km</td>
<td>Downscale A1B: CMIP3 n=18 ens.</td>
<td>-20 -14 -32 -39 -29 +15 -2 -30 -32</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>GFDL CM2.1</td>
<td>-20 -14 -33 5 -5 -23 -43 -33 -31</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>HadCM3</td>
<td>-11 -5 -42 -62 -12 +61 -2 -41 -42</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ECHAM5</td>
<td>-20 -17 -27 -1 -52 +35 -25 -13 -48</td>
</tr>
<tr>
<td>(Sugi et al., 2009)</td>
<td>JMA/MRI global AGCM Timeslice</td>
<td>20 km</td>
<td>Downscale A1B: MRI CGCM2.3</td>
<td>-29 -31 -27 -22 -36 -39 28 -39 -28 -22</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20 km</td>
<td>MRI CGCM2.3</td>
<td>-25 -25 -25 -23 -29 -30 -29 -25 -27</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20 km</td>
<td>CMIP3 n=18 ens.</td>
<td>-20 -21 -19 +5 -26 -25 -15 -5 -42</td>
</tr>
<tr>
<td></td>
<td></td>
<td>60 km</td>
<td>MRI CGCM2.3</td>
<td>-20 -21 -17 +58 -36 -31 -12 -22 -8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>60 km</td>
<td>MIROC-H</td>
<td>-6 0 -16 +6 +64 -42 +79 +10 -69</td>
</tr>
<tr>
<td></td>
<td></td>
<td>60 km</td>
<td>CMIP3 n=18 ens.</td>
<td>-21 -19 -25 +4 -14 -33 +33 -18 -36</td>
</tr>
<tr>
<td></td>
<td></td>
<td>60 km</td>
<td>CSIRO</td>
<td>-22 -29 -11 -37 +13 -49 -7 -22 +10</td>
</tr>
<tr>
<td>(Murakami et al., 2012)</td>
<td>JMA/MRI global AGCM Timeslice</td>
<td>V3.1 20 km</td>
<td>Downscale CMIP3 multi-model ens. A1B change (2075-2099 minus control)</td>
<td>-23 -20 -25 +8 -27 -24 -14 -10 -45</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V3.1 60 km</td>
<td></td>
<td>-15 -14 -18 -29 -23 +1 -2 -23 -15</td>
</tr>
<tr>
<td>(Murakami et al., 2011a)</td>
<td>JMA/MRI global AGCM Timeslice</td>
<td>V3.2 60 km</td>
<td></td>
<td>-24 -23 -25 -39 -28 -10 -14 -24 -27</td>
</tr>
<tr>
<td>(Villarini et al., 2011)</td>
<td>Statistical downscale of CMIP3 models</td>
<td>---</td>
<td>24 CMIP3 model mean and ±1 σ range; A1B scenario, 21st century trend</td>
<td>Basin: -10 ± 29% US land: -3 ± 26</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Reference</th>
<th>Methodology</th>
<th>Grid Size</th>
<th>SST Change Details</th>
<th>SST Change 1990-2090 (global but June - Oct only)</th>
<th>SST Change 1990-2090 (global but June - Oct only)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emanuel et al., 2010</td>
<td>Statistical-deterministic</td>
<td>--</td>
<td>Timeslice using CMIP3 model mean SST change, 1990-2090, NICAM model 14 km</td>
<td>+45</td>
<td>-77</td>
</tr>
<tr>
<td>Yamada et al., 2010</td>
<td>NICAM</td>
<td>14 km</td>
<td>Timeslice using CMIP3 model mean SST change, 1990-2090</td>
<td>-35</td>
<td>-80</td>
</tr>
<tr>
<td>Lavender and Walsh, 2011</td>
<td>CSIRO CCAM regional model nested in a suite of GCMs</td>
<td>15 km</td>
<td>A2 1990, 2090 GFDL CM2.1 MPI ECHAM5 CSIRO Mk3.5</td>
<td>-38</td>
<td>-38</td>
</tr>
</tbody>
</table>
**Box 14.2, Table 2:** Projections of intense TC frequency. Projected change in frequency of intense tropical cyclones (i.e., more intense than tropical storms) in warm climate runs relative to control run in percent. The rows of reported results are ordered from top to bottom generally in order of decreasing model horizontal resolution. Red and blue numbers/text denote projected increases and decreases, respectively. Bold text denotes where a statistical significance test was reported that showed significance.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Model/type</th>
<th>Resolution: high to low</th>
<th>Experiment</th>
<th>Basin</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Bender et al., 2010)</td>
<td>GFDL Hurricane model</td>
<td>9 km</td>
<td>Downscale TCs from ref 22 18-mod ensemble: (range over 4 indiv. models)</td>
<td>Global: cat 4-5 freq, NH: +100% (-66 to +138%)</td>
</tr>
<tr>
<td>(Knutson et al., 2008)</td>
<td>GFDL Zetac regional</td>
<td>18 km</td>
<td>Downscale CMIP3 ens. A1B, 2080-2100</td>
<td>Global: +140% (12 vs 5) # w/ V_{sfc}&gt;45m/s</td>
</tr>
<tr>
<td>(Murakami et al., 2012)</td>
<td>JMA/MRI global AGCM Timeslice</td>
<td>V3.2 20 km</td>
<td>Downscale CMIP3 multi-model ens. A1B change (2075-2099 minus control)</td>
<td>NH: # Cat 4-5: +4% # Cat 5: +56%, SH: +9% -7% +15% -4%, N Atl: +179% -45%, NW Pac: +35%, NE Pac: +100%, N Ind: +261%, S. Ind: -61%, SW Pac: -54%</td>
</tr>
<tr>
<td>(Oouchi et al., 2006)</td>
<td>MRI/JMA Timeslice</td>
<td>TL959 L60 (~20km)</td>
<td>10y A1B 1982-1993 2080-2099</td>
<td>Global: Signif. Increase, # V_{sfc} of 55-60 m/s</td>
</tr>
<tr>
<td>(Walsh et al., 2004)</td>
<td>CSIRO DARLAM regional model</td>
<td>30 km</td>
<td>3xCO2; 2061-2090 minus 1961-1990</td>
<td>Global: +26% P&lt;970 mb</td>
</tr>
<tr>
<td>(Bengtsson et al., 2007)</td>
<td>ECHAM5 Timeslice</td>
<td>T319 (~40 km)</td>
<td>2071-2100, A1B</td>
<td>Global: +42%, #&gt;50m/s</td>
</tr>
<tr>
<td>(Zhao and Held, 2010)</td>
<td>GFDL HIRAM Timeslice with statistical refinement of intensity</td>
<td>50 km</td>
<td>Downscale A1B: CMIP3 n=7 ens. GFDL CM2.0 GFDL CM2.1 HadCM3 HadGem1 ECHAM5 MRI_CGCM2.3 MIROC High</td>
<td>Global: cat 3-5 hurr % NH: -13 -9 +5 +28 +53 +24 +43 MIROC High</td>
</tr>
<tr>
<td>(Zhao and Held, 2012)</td>
<td>GFDL HIRAM timeslice</td>
<td>50 km</td>
<td>Downscale A1B: #&gt;33m/s, %</td>
<td>Global: #&gt;33 #&gt;33 #&gt;33m/s #&gt;33m/s #&gt;33 #&gt;33 #&gt;33 #&gt;33 #&gt;33</td>
</tr>
<tr>
<td>Model</td>
<td>Configuration</td>
<td>Experiment Details</td>
<td>Change in Strong TCs</td>
<td></td>
</tr>
<tr>
<td>------------------------------</td>
<td>--------------------------</td>
<td>-----------------------------------------</td>
<td>----------------------</td>
<td></td>
</tr>
<tr>
<td>CMIP3 n=8 ens.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GFDL CM2.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GFDL CM2.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HadCM3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HadGem1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ECHAM5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CCCMA</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MIROC High</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MIROC High</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lesley et al., 2007</td>
<td>OU-CGCM with high-res. window</td>
<td>Up to 50 km, 2000 to 2050 control and IS92a (6 members)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bengtsson et al., 2007</td>
<td>ECHAM5 T106 L21 (~60 km)</td>
<td>2071-2100, A1B</td>
<td>+32%, #&gt;30 m/s</td>
<td></td>
</tr>
<tr>
<td>McDonald et al., 2005</td>
<td>HadAM3 T106 L30 (~100 km)</td>
<td>15y IS95a, 1979-1994, 2082-2097</td>
<td>Increase in # strong TCs (#&gt;40 m/s)</td>
<td></td>
</tr>
<tr>
<td>Sugi et al., 2002</td>
<td>JMA T106 L21 (~120 km)</td>
<td>10y 1xCO2, 2xCO2</td>
<td>~0</td>
<td></td>
</tr>
<tr>
<td>Gualdi et al., 2008</td>
<td>SINTEX-G coupled model</td>
<td>T106 (~120 km)</td>
<td>~0</td>
<td></td>
</tr>
<tr>
<td>Hasegawa and Emori, 2007</td>
<td>CCSR/NIES/FRC coupled model</td>
<td>T106 (~120 km)</td>
<td>20yr control vs +1%/yr CO2 (yr 61-80)</td>
<td>Rel. freq. of P&lt;985mb +21 couple +59 uncoup</td>
</tr>
<tr>
<td>Yoshimura et al., 2006</td>
<td>JMA T106 L21 (~120 km)</td>
<td>10y 1xCO2, 2xCO2</td>
<td>Mixed changes: #&gt;25 m/s</td>
<td></td>
</tr>
</tbody>
</table>
### Box 14.2, Table 3: Tropical cyclone intensity change projections (percent change in maximum wind speed or central pressure fall, except as noted in the table. The dynamical model projections are ordered from top to bottom in order of decreasing model horizontal resolution. Red and blue colors denote increases and decreases, respectively. Pairs of numbers in parentheses denote ranges obtained using different models as input to a downscaling model or theory. The potential intensity change projections from Emanuel et al. (2008), Knutson and Tuleya (2004), and Vecchi and Soden (2007) in the table include some results that are adapted from the original papers but have been modified in order to facilitate intercomparison of methods and projection results from different studies. In some cases, ACE or PDI changes are reported, which depend on intensity, frequency, and lifetime.

<table>
<thead>
<tr>
<th>Metric / Reference</th>
<th>Technique / Model Type</th>
<th>Resolution / Metric Type</th>
<th>Climate Change Scenario</th>
<th>Global</th>
<th>NH</th>
<th>SH</th>
<th>N Atl.</th>
<th>NW Pac.</th>
<th>NE Pac.</th>
<th>NE Ind.</th>
<th>S. Ind.</th>
<th>SW Pac.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dynamical or Stat/Dyn. Model Projections (Max wind speed % change)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emanuel et al., 2008</td>
<td>Stat./Dyn. Model</td>
<td>Max Wind speed (%)</td>
<td>CMIP3 7-model A1B (2181-2200 minus 1981-2000)</td>
<td>1.7</td>
<td>3.1</td>
<td>0.2</td>
<td>3.3</td>
<td>2.0</td>
<td>4.1</td>
<td>-0.1</td>
<td>0.2</td>
<td>0.5</td>
</tr>
<tr>
<td>Bender et al., 2010</td>
<td>GFDL Hurricane model</td>
<td>9 km; Max Wind speed (%)</td>
<td>Downscale TCs from ref 22 18-mod ensemble: CMIP3 A1B; yrs 2081-2100 minus 2001-2020</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knutson and Tuleya, 2004</td>
<td>GFDL Hurricane Model</td>
<td>9 km grid inner nest; Max Wind speed (%)</td>
<td>CMIP2+ +1%/yr CO2 80-yr trend</td>
<td>5.9</td>
<td>5.5</td>
<td>5.4</td>
<td>6.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knutson and Tuleya, 2004</td>
<td>GFDL Hurricane Model</td>
<td>9 km grid inner nest; Pressure fall (%)</td>
<td>CMIP2+ +1%/yr CO2 80-yr trend</td>
<td>13.8</td>
<td>13.0</td>
<td>13.6</td>
<td>14.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lavender and Walsh, 2011</td>
<td>CCAM regional model nested in a suite of GCMs</td>
<td>15 km Max winds</td>
<td>A2 1990, 2090</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>+5 to +10%</td>
</tr>
<tr>
<td>Knutson et al., 2001</td>
<td>GFDL Hurricane Model</td>
<td>18 km grid w./ ocean coupling; Max Wind speed (%)</td>
<td>GFDL R30 downscale, +1%/yr CO2 yr 71-120 avg</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Knutson et al., 2008</td>
<td>GFDL Zetac regional</td>
<td>18 km; Max Wind speed (%)</td>
<td>Downscale CMIP3 ens. A1B, 2080-2100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>+2.9</td>
</tr>
<tr>
<td>Murakami et al., 2012</td>
<td>JMA/MRI global AGCM timeslice</td>
<td>V3.1 20 km V3.2 20 km Avg. lifetime max</td>
<td>Downscale CMIP3 multi-model ens. A1B change (2075-2099)</td>
<td>13</td>
<td>12</td>
<td>14</td>
<td>2</td>
<td>9</td>
<td>16</td>
<td>13</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>Source (year) / Model</td>
<td>Description</td>
<td>Max winds / winds</td>
<td>Change (%)</td>
<td>Avg (low, high)</td>
<td>Decrease</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------------------</td>
<td>-------------</td>
<td>-------------------</td>
<td>------------</td>
<td>----------------</td>
<td>---------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Murakami et al., 2012)</td>
<td>JMA/MRI global AGCM timeslice</td>
<td>V3.1 20 km V3.2 20 km; Avg. max winds over lifetime of all TCs</td>
<td>Downscale CMIP3 multi-model ens. A1B change (2075-2099 minus control)</td>
<td>11 4 12 6 10 0</td>
<td>5 10 18 7 12 6 5 7 10 7 8 -10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Oouchi et al., 2006)</td>
<td>MRI/JMA Timeslice</td>
<td>TL959 L60 (~20km) Avg. lifetime max windspeed</td>
<td>10y A1B 1982-1993 2080-2099</td>
<td>10.7 8.5 14.1</td>
<td>11.2 4.2 0.6 -12.8 17.3 -2.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Oouchi et al., 2006)</td>
<td>MRI/JMA Timeslice</td>
<td>TL959 L60 (~20km) Avg. annual max winds</td>
<td>10y A1B 1982-1993 2080-2099</td>
<td>13.7 15.5 6.9</td>
<td>20.1 -2.0 -5.0 -16.7 8.2 -22.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Semmler et al., 2008)</td>
<td>Rossby Centre regional model</td>
<td>28 km; Max winds</td>
<td>16 yr control and A2, 2085-2100</td>
<td>+4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Chauvin et al., 2006)</td>
<td>ARPEGE Climat Timeslice</td>
<td>~50 km Max winds</td>
<td>Downscale - CNRM B2 - Hadley A2</td>
<td>~0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Sugi et al., 2002)</td>
<td>JMA Timeslice</td>
<td>T106 L21 (~120km) Max winds</td>
<td>10y 1xCO2, 2xCO2</td>
<td>~0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Gualdi et al., 2008)</td>
<td>SINTEX-G coupled model</td>
<td>T106 (~120 km) Max winds</td>
<td>30 yr 1xCO2, 2xCO2, 4xCO2</td>
<td>~0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Hasegawa and Emori, 2005)</td>
<td>CCSR/NIES/FRCG C timeslice</td>
<td>T106 L56 (~120km) Max winds</td>
<td>5x20y at 1xCO2 7x20y at 2xCO2</td>
<td>Decrease</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Yoshimura et al., 2006)</td>
<td>JMA Timeslice</td>
<td>T106 L21 (~120km) Max winds</td>
<td>10y 1xCO2, 2xCO2</td>
<td>~0 for Pc &lt; 985 mb</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Hasegawa and Emori, 2007)</td>
<td>CCSR/NICS/FRC Coupled GCM</td>
<td>T106 L56 (~120 km) Max winds</td>
<td>20yr control VVs +1%/yr CO2 (yr 61-80)</td>
<td>~0 for Pc &lt; 985 mb</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Potential intensity theory projections of intensity (% Change)</td>
<td>Emanuel PI, reversible w/ diss. heating</td>
<td>Max Wind speed (%)</td>
<td>CMIP3 18-model A1B (100yr trend)</td>
<td>2.6 2.7 2.4 2.1 0.05 (-8.0, 4.6) 2.9 (-3.1, 12.6) 3.5 (-6.4, 16.1) 4.4 (-3.3, 16.0) 3.7 (-7.6, 17.1) 0.99 (-8.6, 8.6)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study</td>
<td>Metric</td>
<td>Description</td>
<td>Model/Ensemble/Field</td>
<td>Values</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------------------------------------------</td>
<td>-------------------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>-----------------------------------------------------------</td>
<td>----------------------------------------------------------------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| (Knutson and Tuleya, 2004)                 | Potential Intensity, Emanuel, reversible | Pressure fall (%)  
CMIP2+  
+1%/yr CO2  
80-yr trend | 5.0  
2.6  
7.0  
5.4 | (Knutson and Tuleya, 2004)                 | Potential Intensity, Emanuel, pseudoadiabatic                             | Pressure fall (%)  
CMIP2+  
+1%/yr CO2  
80-yr trend | 7.6  
6.0  
8.5  
8.2 | (Knutson and Tuleya, 2004)                 | Potential Intensity, Holland                                              | Pressure fall (%)  
CMIP2+  
+1%/yr CO2  
80-yr trend | 15.2  
12.4  
17.3  
15.8 | (Yu et al., 2010a)                         | Emanuel PI modified by vertical wind shear                                | Max Wind speed (%)  
CMIP3 18 model ensemble 1%/yr CO2, 70-year trend | -0.1 to 2.3  
2.3  
2.4  
3.3  
3.4  
1.0 | **ACE or PDI ( % change ) using Dynamical or Stat/Dyn. Models** |
| (Emanuel et al., 2010)                     | Stat./Dyn. Model               | Power Dissipation Index (%)  
Timeslice using CMIP3 ens. mean SST change, 1990-2090, and NICAM model 14 km fields | +65% in PDI; (global but June to Oct only) |  
| (Yamada et al., 2010)                     | NICAM GCM                     | 14 km Metric: ACE (Accum. Cyclone Energy)  
Timeslice using CMIP3 model mean SST change, 1990-2090 | -88% (ACE)  
+17% (ACE)  
+65% (ACE)  
-86% ACE  
-14% ACE |  
| (Stowasser et al., 2007)                   | IPRC Regional model           | ~50 km PDI  
Downscale NCAR CCSM2, 6xCO2 | +50% in PDI; incr. intensity |  

**Notes:**  
- ACE or PDI: Accumulated Cyclone Energy or Potential Intensity.  
- Values in parentheses represent uncertainty ranges.
### Box 14.2, Table 4: Tropical cyclone-related precipitation projected changes (%) for the late 21st century (relative to present day).

<table>
<thead>
<tr>
<th>Reference</th>
<th>Model/type</th>
<th>Resolution/Experiment</th>
<th>Basins</th>
<th>Radius Around Storm Center</th>
<th>Percent Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Hasegawa and Emori, 2005)</td>
<td>CCSR/NIES/FRCGC Timeslice</td>
<td>T106 L56 (~120km)</td>
<td>NW Pacific</td>
<td>1000 km</td>
<td>+8.4 (all TC periods)</td>
</tr>
<tr>
<td>(Yoshimura et al., 2006)</td>
<td>JMA GSM8911 Timeslice</td>
<td>T106 L21 (~120km)</td>
<td>Global</td>
<td>300 km</td>
<td>+10 (all TC periods) Arakawa-Schubert</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>+15 (all TC periods) Kuo</td>
</tr>
<tr>
<td>(Chauvin et al., 2006)</td>
<td>ARPEGE Climat Timeslice</td>
<td>~50 km</td>
<td>Atlantic</td>
<td>n/a</td>
<td>Substantial increase</td>
</tr>
<tr>
<td>(Bengtsson et al., 2007)</td>
<td>ECHAM5 Timeslice</td>
<td>T213 (~60 km)</td>
<td>Continental</td>
<td>550 km Accum. Along path</td>
<td>+21 (all TCs) +30 (TC &gt; 33 m/s intensity)</td>
</tr>
<tr>
<td>(Knutson et al., 2008)</td>
<td>GFDL Zetac regional</td>
<td>18 km</td>
<td>Atlantic</td>
<td>100 km 400 km</td>
<td>+37 (all hurricane periods) +23 “ +10 “</td>
</tr>
<tr>
<td>(Knutson and Tuleya, 2004)</td>
<td>GFDL Hurricane Model (idealized)</td>
<td>9 km inner nest</td>
<td>Atlantic, NE Pacific, NW Pacific</td>
<td>~100 km</td>
<td>+22 (at time of max hurricane intensity)</td>
</tr>
<tr>
<td>(Gualdi et al., 2008)</td>
<td>SINTEX-G coupled model</td>
<td>T106 (~120 km)</td>
<td>Global</td>
<td>100 km 400 km 100 km 400 km</td>
<td>+6.1 (all TC periods) +2.8 (all TC periods) +11 (at time of max winds) +4.9 (at time of max winds)</td>
</tr>
</tbody>
</table>
Table 14.2: Temperature and precipitation projections by the CMIP5 global models. Averages over SREX (Seneviratne et al., 2012) regions of the projections by a set of [xx] [this number is consistent with the models used in the Atlas] global models for the RCP4.5 scenario. The mean temperature and precipitation responses are first averaged for each model over the 1986–2005 period from the historical simulations and the 2016–2035, 2046–2065 and 2081–2100 periods of RCP4.5. Computing the difference between these two periods, the table shows the 25, 50 and 75 percentiles and the lowest and highest response among the [xx] models, for temperature in degrees Celsius and precipitation as a per cent change. The regions are defined by latitude/longitude boxes as specified in SREX and land areas contained in the boxes unless otherwise indicated. Where appropriate, the numbers refer to Figure 14.32. The temperature responses are averaged over the boreal winter and summer seasons; December, January and February (DJF) and June, July and August (JJA) respectively, whereas the precipitation responses are averaged over half year periods, boreal winter; October, November, December, January, February and March (ONDJFM) and summer; April, May, June, July, August and September (AMJJAS). [PLACEHOLDER FOR FINAL DRAFT: Final version of this table will also include annual mean values. Regions in which the middle half (25–75%) of the distribution is all of the same sign in the precipitation response will be coloured light brown for decreasing and light blue for increasing precipitation as was the case in AR4, Table 11.1.]

<table>
<thead>
<tr>
<th>Region</th>
<th>Temperature Response</th>
<th>Precipitation Response</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Artic</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Land</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2035 DJF</td>
<td>0.5 1.4 1.7 2.1 3.4</td>
<td>ONDJFM 1% 6% 9% 13% 22%</td>
</tr>
<tr>
<td>2065 DJF</td>
<td>0.3 2.8 3.2 4.3 5.6</td>
<td>-4% 17% 24% 35% 52%</td>
</tr>
<tr>
<td>2100 DJF</td>
<td>-1.2 3.5 4.6 6.1 7.1</td>
<td></td>
</tr>
<tr>
<td>2035 JJA</td>
<td>0.3 0.8 1.0 1.5 3.3</td>
<td>AMJJAS -1% 3% 5% 7% 20%</td>
</tr>
<tr>
<td>2065 JJA</td>
<td>0.6 1.3 1.9 2.7 5.2</td>
<td>0% 6% 10% 13% 36%</td>
</tr>
<tr>
<td>2100 JJA</td>
<td>0.4 1.8 2.3 3.4 6.5</td>
<td>-4% 10% 14% 18% 43%</td>
</tr>
<tr>
<td><strong>Sea</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2035 DJF</td>
<td>0.1 2.4 2.9 3.3 7.1</td>
<td>ONDJFM -1% 6% 9% 14% 27%</td>
</tr>
<tr>
<td>2065 DJF</td>
<td>-0.8 4.2 5.1 6.9 12.2</td>
<td>-4% 13% 18% 26% 41%</td>
</tr>
<tr>
<td>2100 DJF</td>
<td>-2.6 5.6 7.4 9.6 16.3</td>
<td>-12% 19% 26% 39% 51%</td>
</tr>
<tr>
<td>2035 JJA</td>
<td>0.2 0.4 0.6 0.7 1.4</td>
<td>AMJJAS -1% 4% 6% 8% 16%</td>
</tr>
<tr>
<td>2065 JJA</td>
<td>-0.1 0.8 1.1 1.4 2.4</td>
<td>-2% 8% 11% 15% 21%</td>
</tr>
<tr>
<td>2100 JJA</td>
<td>-0.4 1.3 1.5 2.1 3.4</td>
<td>-4% 12% 16% 19% 28%</td>
</tr>
<tr>
<td><strong>North America</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>1 Alaska/</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2035 DJF</td>
<td>0.2 1.1 1.6 2.6 3.4</td>
<td>ONDJFM -1% 3% 5% 9% 11%</td>
</tr>
<tr>
<td>2065 DJF</td>
<td>1.9 2.7 3.7 5.0 7.4</td>
<td>4% 9% 12% 18% 29%</td>
</tr>
<tr>
<td>2100 DJF</td>
<td>2.3 3.7 4.9 6.2 9.7</td>
<td>7% 11% 16% 21% 34%</td>
</tr>
<tr>
<td>2035 JJA</td>
<td>0.3 0.7 1.0 1.4 2.8</td>
<td>AMJJAS -1% 2% 4% 7% 16%</td>
</tr>
<tr>
<td>2065 JJA</td>
<td>0.7 1.3 1.8 2.4 4.9</td>
<td>-2% 7% 10% 12% 29%</td>
</tr>
<tr>
<td>2100 JJA</td>
<td>0.9 1.7 2.3 3.3 5.2</td>
<td>-2% 10% 12% 17% 34%</td>
</tr>
<tr>
<td><strong>2 Canada/</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2035 DJF</td>
<td>-0.2 1.2 1.6 2.1 3.1</td>
<td>ONDJFM 0% 4% 6% 9% 12%</td>
</tr>
<tr>
<td>2065 DJF</td>
<td>0.6 2.8 3.4 4.0 6.6</td>
<td>3% 9% 12% 16% 21%</td>
</tr>
<tr>
<td>2100 DJF</td>
<td>-0.5 3.2 4.6 5.8 8.1</td>
<td>-2% 11% 15% 24% 29%</td>
</tr>
</tbody>
</table>

Do Not Cite, Quote or Distribute
<table>
<thead>
<tr>
<th>Year</th>
<th>MONTH</th>
<th>MIN</th>
<th>25</th>
<th>50</th>
<th>75</th>
<th>MAX</th>
</tr>
</thead>
<tbody>
<tr>
<td>2035</td>
<td>JJA</td>
<td>0.1</td>
<td>0.6</td>
<td>1.0</td>
<td>1.3</td>
<td>3.0</td>
</tr>
<tr>
<td>2035</td>
<td>DJF</td>
<td>-0.4</td>
<td>0.7</td>
<td>1.2</td>
<td>1.5</td>
<td>2.5</td>
</tr>
<tr>
<td>2035</td>
<td>JJA</td>
<td>0.3</td>
<td>1.0</td>
<td>1.1</td>
<td>1.4</td>
<td>2.0</td>
</tr>
<tr>
<td>2035</td>
<td>DJF</td>
<td>0.3</td>
<td>0.9</td>
<td>1.2</td>
<td>1.4</td>
<td>2.3</td>
</tr>
<tr>
<td>2035</td>
<td>DJF</td>
<td>0.0</td>
<td>0.8</td>
<td>1.1</td>
<td>1.6</td>
<td>2.1</td>
</tr>
<tr>
<td>2035</td>
<td>JJA</td>
<td>0.1</td>
<td>0.8</td>
<td>1.1</td>
<td>1.3</td>
<td>1.9</td>
</tr>
<tr>
<td>2065</td>
<td>DJF</td>
<td>0.5</td>
<td>1.3</td>
<td>1.8</td>
<td>2.4</td>
<td>4.5</td>
</tr>
<tr>
<td>2065</td>
<td>DJF</td>
<td>0.9</td>
<td>1.8</td>
<td>2.3</td>
<td>2.7</td>
<td>4.0</td>
</tr>
<tr>
<td>2065</td>
<td>JJA</td>
<td>0.8</td>
<td>1.7</td>
<td>2.2</td>
<td>2.8</td>
<td>3.4</td>
</tr>
<tr>
<td>2065</td>
<td>DJF</td>
<td>0.8</td>
<td>1.7</td>
<td>2.2</td>
<td>2.8</td>
<td>3.4</td>
</tr>
<tr>
<td>2065</td>
<td>DJF</td>
<td>0.9</td>
<td>2.1</td>
<td>2.8</td>
<td>3.7</td>
<td>4.6</td>
</tr>
<tr>
<td>2065</td>
<td>JJA</td>
<td>0.9</td>
<td>2.1</td>
<td>2.8</td>
<td>3.7</td>
<td>4.6</td>
</tr>
<tr>
<td>2100</td>
<td>DJF</td>
<td>0.2</td>
<td>1.7</td>
<td>2.4</td>
<td>3.2</td>
<td>5.6</td>
</tr>
<tr>
<td>2100</td>
<td>DJF</td>
<td>1.3</td>
<td>2.3</td>
<td>2.9</td>
<td>3.5</td>
<td>5.2</td>
</tr>
<tr>
<td>2100</td>
<td>JJA</td>
<td>0.9</td>
<td>2.1</td>
<td>2.8</td>
<td>3.7</td>
<td>4.6</td>
</tr>
<tr>
<td>2100</td>
<td>JJA</td>
<td>1.0</td>
<td>2.1</td>
<td>2.8</td>
<td>3.4</td>
<td>4.6</td>
</tr>
<tr>
<td>2100</td>
<td>DJF</td>
<td>1.2</td>
<td>2.0</td>
<td>2.7</td>
<td>3.6</td>
<td>4.9</td>
</tr>
<tr>
<td>2100</td>
<td>DJF</td>
<td>0.9</td>
<td>2.2</td>
<td>3.0</td>
<td>3.9</td>
<td>4.6</td>
</tr>
<tr>
<td>2100</td>
<td>JJA</td>
<td>0.9</td>
<td>1.8</td>
<td>2.2</td>
<td>2.7</td>
<td>3.5</td>
</tr>
<tr>
<td>2100</td>
<td>JJA</td>
<td>1.0</td>
<td>2.1</td>
<td>2.8</td>
<td>3.4</td>
<td>4.6</td>
</tr>
<tr>
<td>2100</td>
<td>JJA</td>
<td>0.8</td>
<td>1.5</td>
<td>2.1</td>
<td>2.5</td>
<td>3.9</td>
</tr>
<tr>
<td>2100</td>
<td>JJA</td>
<td>1.0</td>
<td>2.0</td>
<td>2.7</td>
<td>3.2</td>
<td>4.8</td>
</tr>
<tr>
<td>2035</td>
<td>DJF</td>
<td>-0.4</td>
<td>0.7</td>
<td>1.2</td>
<td>1.5</td>
<td>2.5</td>
</tr>
<tr>
<td>2035</td>
<td>JJA</td>
<td>0.3</td>
<td>1.0</td>
<td>1.1</td>
<td>1.4</td>
<td>2.0</td>
</tr>
<tr>
<td>2035</td>
<td>DJF</td>
<td>0.3</td>
<td>0.9</td>
<td>1.2</td>
<td>1.4</td>
<td>2.3</td>
</tr>
<tr>
<td>2035</td>
<td>DJF</td>
<td>0.0</td>
<td>0.8</td>
<td>1.1</td>
<td>1.6</td>
<td>2.1</td>
</tr>
<tr>
<td>2035</td>
<td>JJA</td>
<td>0.1</td>
<td>0.8</td>
<td>1.1</td>
<td>1.3</td>
<td>1.9</td>
</tr>
<tr>
<td>2065</td>
<td>DJF</td>
<td>0.1</td>
<td>1.3</td>
<td>1.8</td>
<td>2.4</td>
<td>4.5</td>
</tr>
<tr>
<td>2065</td>
<td>DJF</td>
<td>0.9</td>
<td>1.8</td>
<td>2.3</td>
<td>2.7</td>
<td>4.0</td>
</tr>
<tr>
<td>2065</td>
<td>JJA</td>
<td>0.8</td>
<td>1.7</td>
<td>2.2</td>
<td>2.8</td>
<td>3.4</td>
</tr>
<tr>
<td>2065</td>
<td>DJF</td>
<td>0.8</td>
<td>1.7</td>
<td>2.2</td>
<td>2.8</td>
<td>3.4</td>
</tr>
<tr>
<td>2065</td>
<td>DJF</td>
<td>0.9</td>
<td>2.1</td>
<td>2.8</td>
<td>3.7</td>
<td>4.6</td>
</tr>
<tr>
<td>2065</td>
<td>JJA</td>
<td>0.9</td>
<td>2.1</td>
<td>2.8</td>
<td>3.7</td>
<td>4.6</td>
</tr>
<tr>
<td>2100</td>
<td>DJF</td>
<td>0.2</td>
<td>1.7</td>
<td>2.4</td>
<td>3.2</td>
<td>5.6</td>
</tr>
<tr>
<td>2100</td>
<td>DJF</td>
<td>1.3</td>
<td>2.3</td>
<td>2.9</td>
<td>3.5</td>
<td>5.2</td>
</tr>
<tr>
<td>2100</td>
<td>JJA</td>
<td>0.9</td>
<td>2.1</td>
<td>2.8</td>
<td>3.7</td>
<td>4.6</td>
</tr>
<tr>
<td>2100</td>
<td>JJA</td>
<td>1.0</td>
<td>2.1</td>
<td>2.8</td>
<td>3.4</td>
<td>4.6</td>
</tr>
<tr>
<td>2100</td>
<td>JJA</td>
<td>0.8</td>
<td>1.5</td>
<td>2.1</td>
<td>2.5</td>
<td>3.9</td>
</tr>
<tr>
<td>2100</td>
<td>JJA</td>
<td>1.0</td>
<td>2.0</td>
<td>2.7</td>
<td>3.2</td>
<td>4.8</td>
</tr>
<tr>
<td>2035</td>
<td>DJF</td>
<td>-0.4</td>
<td>0.7</td>
<td>1.2</td>
<td>1.5</td>
<td>2.5</td>
</tr>
<tr>
<td>2035</td>
<td>JJA</td>
<td>0.3</td>
<td>1.0</td>
<td>1.1</td>
<td>1.4</td>
<td>2.0</td>
</tr>
<tr>
<td>2035</td>
<td>DJF</td>
<td>0.3</td>
<td>0.9</td>
<td>1.2</td>
<td>1.4</td>
<td>2.3</td>
</tr>
<tr>
<td>2035</td>
<td>DJF</td>
<td>0.0</td>
<td>0.8</td>
<td>1.1</td>
<td>1.6</td>
<td>2.1</td>
</tr>
<tr>
<td>2035</td>
<td>JJA</td>
<td>0.1</td>
<td>0.8</td>
<td>1.1</td>
<td>1.3</td>
<td>1.9</td>
</tr>
<tr>
<td>2065</td>
<td>DJF</td>
<td>0.5</td>
<td>0.8</td>
<td>0.9</td>
<td>1.0</td>
<td>1.4</td>
</tr>
<tr>
<td>2065</td>
<td>DJF</td>
<td>1.1</td>
<td>1.4</td>
<td>1.7</td>
<td>2.0</td>
<td>2.5</td>
</tr>
<tr>
<td>2065</td>
<td>JJA</td>
<td>1.1</td>
<td>1.4</td>
<td>1.7</td>
<td>2.0</td>
<td>2.5</td>
</tr>
<tr>
<td>2100</td>
<td>DJF</td>
<td>1.2</td>
<td>1.6</td>
<td>2.0</td>
<td>2.5</td>
<td>3.2</td>
</tr>
<tr>
<td>2100</td>
<td>DJF</td>
<td>0.7</td>
<td>1.2</td>
<td>1.5</td>
<td>2.0</td>
<td>2.4</td>
</tr>
<tr>
<td>2100</td>
<td>JJA</td>
<td>0.4</td>
<td>0.5</td>
<td>0.6</td>
<td>0.7</td>
<td>1.1</td>
</tr>
<tr>
<td>2100</td>
<td>JJA</td>
<td>0.7</td>
<td>0.9</td>
<td>1.2</td>
<td>1.4</td>
<td>2.1</td>
</tr>
<tr>
<td>Region</td>
<td>YR</td>
<td>MONTH</td>
<td>MIN</td>
<td>25</td>
<td>50</td>
<td>75</td>
</tr>
<tr>
<td>-----------------</td>
<td>----</td>
<td>--------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td><strong>South America</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>7 Amazon</strong></td>
<td>2035</td>
<td>DJF</td>
<td>0.4</td>
<td>0.7</td>
<td>0.8</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>2065</td>
<td></td>
<td>0.8</td>
<td>1.3</td>
<td>1.6</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>2100</td>
<td></td>
<td>0.7</td>
<td>1.7</td>
<td>2.1</td>
<td>2.6</td>
</tr>
<tr>
<td></td>
<td>2035</td>
<td>JJA</td>
<td>0.5</td>
<td>0.8</td>
<td>1.0</td>
<td>1.1</td>
</tr>
<tr>
<td></td>
<td>2065</td>
<td></td>
<td>1.0</td>
<td>1.5</td>
<td>1.8</td>
<td>2.2</td>
</tr>
<tr>
<td></td>
<td>2100</td>
<td></td>
<td>1.3</td>
<td>1.8</td>
<td>2.4</td>
<td>2.9</td>
</tr>
<tr>
<td><strong>8 North East Brazil</strong></td>
<td>2035</td>
<td>DJF</td>
<td>0.4</td>
<td>0.5</td>
<td>0.6</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>2065</td>
<td></td>
<td>0.8</td>
<td>1.2</td>
<td>1.5</td>
<td>1.8</td>
</tr>
<tr>
<td></td>
<td>2100</td>
<td></td>
<td>0.8</td>
<td>1.6</td>
<td>1.9</td>
<td>2.5</td>
</tr>
<tr>
<td></td>
<td>2035</td>
<td>JJA</td>
<td>0.3</td>
<td>0.7</td>
<td>0.8</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>2065</td>
<td></td>
<td>0.8</td>
<td>1.4</td>
<td>1.7</td>
<td>1.9</td>
</tr>
<tr>
<td></td>
<td>2100</td>
<td></td>
<td>0.9</td>
<td>1.7</td>
<td>2.0</td>
<td>2.6</td>
</tr>
<tr>
<td><strong>9 West Coast South America</strong></td>
<td>2035</td>
<td>DJF</td>
<td>0.5</td>
<td>0.5</td>
<td>0.7</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>2065</td>
<td></td>
<td>0.9</td>
<td>1.3</td>
<td>1.5</td>
<td>1.7</td>
</tr>
<tr>
<td></td>
<td>2100</td>
<td></td>
<td>1.0</td>
<td>1.6</td>
<td>1.9</td>
<td>2.3</td>
</tr>
<tr>
<td></td>
<td>2035</td>
<td>JJA</td>
<td>0.5</td>
<td>0.7</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>2065</td>
<td></td>
<td>1.1</td>
<td>1.3</td>
<td>1.6</td>
<td>1.9</td>
</tr>
<tr>
<td></td>
<td>2100</td>
<td></td>
<td>1.2</td>
<td>1.7</td>
<td>2.0</td>
<td>2.5</td>
</tr>
<tr>
<td><strong>10 Southeastern South America</strong></td>
<td>2035</td>
<td>DJF</td>
<td>0.4</td>
<td>0.5</td>
<td>0.6</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td>2065</td>
<td></td>
<td>0.7</td>
<td>1.1</td>
<td>1.4</td>
<td>1.7</td>
</tr>
<tr>
<td></td>
<td>2100</td>
<td></td>
<td>1.0</td>
<td>1.4</td>
<td>1.8</td>
<td>2.3</td>
</tr>
<tr>
<td></td>
<td>2035</td>
<td>JJA</td>
<td>0.0</td>
<td>0.5</td>
<td>0.6</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>2065</td>
<td></td>
<td>0.4</td>
<td>1.1</td>
<td>1.3</td>
<td>1.6</td>
</tr>
<tr>
<td></td>
<td>2100</td>
<td></td>
<td>0.9</td>
<td>1.3</td>
<td>1.6</td>
<td>2.0</td>
</tr>
</tbody>
</table>

| Europe          | YR | MONTH  | MIN  | 25   | 50   | 75   | MAX  | MONTH  | MIN  | 25   | 50   | 75   | MAX  |
|-----------------|----|--------|------|------|------|------|------|--------|------|------|------|------|------|------|
| **11 North Europe** | 2035 | DJF   | -0.3 | 0.6  | 1.1  | 2.2 | 3.0 | ONDJFM | -4%  | 2%  | 4%  | 7%  | 12% |
|                 | 2065 |       | -0.5 | 1.8  | 2.2  | 3.2 | 5.7 |         | -1%  | 3%  | 7%  | 11% | 24% |
|                 | 2100 |       | -3.2 | 2.3  | 3.4  | 4.2 | 6.0 |         | 2%   | 7%  | 10% | 13% | 25% |
|                 | 2035 | JJA   | 0.2  | 0.6  | 1.0  | 1.3 | 2.6 | AMJJAS  | -6%  | 0%  | 4%  | 6%  | 11% |
|                 | 2065 |       | 0.0  | 1.2  | 1.8  | 2.6 | 3.6 |         | -10% | 0%  | 3%  | 8%  | 18% |
| YR  | MONTH | MIN | 25  | 50  | 75  | MAX | MONTH | MIN | 25  | 50  | 75  | MAX |
|-----|-------|-----|-----|-----|-----|-----|-------|-----|-----|-----|-----|-----|-----|
| 2035 | DJF   | 0.1 | 0.7 | 0.9 | 1.2 | 1.5 | ONDJFM | -43% | -11% | -1% | 7%  | 33% |
| 2065 | 0.6   | 1.5 | 1.7 | 1.9 | 2.4 |    | -29% | -14% | -4%  | 8%  | 92% |
| 2100 | 0.7   | 1.8 | 2.2 | 2.6 | 3.1 |    | -31% | -15% | -4%  | 8%  | 98% |
| 2035 | JJA   | 0.4 | 0.9 | 1.1 | 1.2 | 2.0 | AMJJAS | -25% | -5%  | 2%  | 10% | 45% |
| 2065 | 0.9   | 1.7 | 2.0 | 2.5 | 3.5 |    | -31% | -11% | 3%   | 14% | 70% |
| 2100 | 1.1   | 2.2 | 2.5 | 3.2 | 4.5 |    | -27% | -17% | 0%   | 14% | 108% |
| 2035 | DJF   | 0.4 | 0.8 | 0.9 | 1.1 | 1.5 | ONDJFM | -5%  | -2%  | 2%  | 4%  | 9%  |
| 2065 | 0.9   | 1.4 | 1.6 | 1.9 | 2.7 |    | -10% | 0%   | 4%   | 5%  | 8%  |
| 2100 | 1.3   | 1.7 | 2.0 | 2.6 | 3.6 |    | -4%  | 1%   | 4%   | 6%  | 11% |
| 2035 | JJA   | 0.6 | 0.7 | 0.8 | 1.0 | 1.2 | AMJJAS | -4%  | -1%  | 1%  | 2%  | 6%  |
| 2065 | 1.1   | 1.3 | 1.5 | 2.0 | 2.6 |    | -9%  | -1%  | 1%   | 3%  | 5%  |
| 2100 | 1.0   | 1.6 | 1.9 | 2.7 | 3.3 |    | -12% | 0%   | 2%   | 4%  | 9%  |
| 2035 | DJF   | 0.4 | 0.7 | 0.8 | 1.0 | 1.4 | ONDJFM | -4%  | -1%  | 3%  | 6%  | 10% |
| 2065 | 0.8   | 1.3 | 1.5 | 1.9 | 2.4 |    | -3%  | 1%   | 5%   | 9%  | 19% |
| 2100 | 1.0   | 1.6 | 2.0 | 2.4 | 3.2 |    | -4%  | 0%   | 7%   | 12% | 25% |
| 2035 | JJA   | 0.6 | 0.7 | 0.9 | 1.0 | 1.2 | AMJJAS | -8%  | -3%  | 0%  | 2%  | 12% |
| 2065 | 1.0   | 1.3 | 1.6 | 2.0 | 2.5 |    | -10% | -5%  | 1%   | 3%  | 18% |
| 2100 | 0.9   | 1.7 | 2.0 | 2.5 | 3.2 |    | -12% | -5%  | 1%   | 5%  | 19% |
| 2035 | DJF   | 0.5 | 0.7 | 0.9 | 1.1 | 1.2 | ONDJFM | -6%  | -4%  | -1% | 0%  | 3%  |
### Africa

<table>
<thead>
<tr>
<th>Year</th>
<th>DJF</th>
<th>AMJJAS</th>
<th>JJA</th>
<th>DJF</th>
<th>AMJJAS</th>
<th>JJA</th>
<th>DJF</th>
<th>AMJJAS</th>
<th>JJA</th>
<th>DJF</th>
<th>AMJJAS</th>
<th>JJA</th>
<th>DJF</th>
<th>AMJJAS</th>
<th>JJA</th>
</tr>
</thead>
<tbody>
<tr>
<td>2065</td>
<td>1.0</td>
<td>1.4</td>
<td>1.7</td>
<td>2.0</td>
<td>2.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2100</td>
<td>1.1</td>
<td>1.7</td>
<td>2.2</td>
<td>2.7</td>
<td>3.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2035</td>
<td>JJA</td>
<td>0.5</td>
<td>0.8</td>
<td>0.9</td>
<td>1.0</td>
<td>1.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2065</td>
<td>1.1</td>
<td>1.5</td>
<td>1.7</td>
<td>2.0</td>
<td>2.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2100</td>
<td>1.5</td>
<td>1.8</td>
<td>2.2</td>
<td>2.6</td>
<td>3.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Asia

<table>
<thead>
<tr>
<th>Region</th>
<th>Year</th>
<th>DJF</th>
<th>AMJJAS</th>
<th>JJA</th>
<th>DJF</th>
<th>AMJJAS</th>
<th>JJA</th>
<th>DJF</th>
<th>AMJJAS</th>
<th>JJA</th>
<th>DJF</th>
<th>AMJJAS</th>
<th>JJA</th>
<th>DJF</th>
<th>AMJJAS</th>
<th>JJA</th>
</tr>
</thead>
<tbody>
<tr>
<td>18 North Asia</td>
<td>2035</td>
<td>-0.1</td>
<td>0.7</td>
<td>1.0</td>
<td>1.5</td>
<td>2.1</td>
<td>4.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2065</td>
<td>1.2</td>
<td>2.4</td>
<td>2.9</td>
<td>4.0</td>
<td>6.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2100</td>
<td>0.2</td>
<td>3.0</td>
<td>3.9</td>
<td>5.0</td>
<td>7.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2035</td>
<td>JJA</td>
<td>0.1</td>
<td>0.7</td>
<td>1.2</td>
<td>1.5</td>
<td>2.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2065</td>
<td>0.8</td>
<td>1.4</td>
<td>2.1</td>
<td>2.7</td>
<td>4.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2100</td>
<td>0.8</td>
<td>2.1</td>
<td>2.7</td>
<td>3.7</td>
<td>5.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Region</th>
<th>Year</th>
<th>DJF</th>
<th>AMJJAS</th>
<th>JJA</th>
<th>DJF</th>
<th>AMJJAS</th>
<th>JJA</th>
<th>DJF</th>
<th>AMJJAS</th>
<th>JJA</th>
<th>DJF</th>
<th>AMJJAS</th>
<th>JJA</th>
<th>DJF</th>
<th>AMJJAS</th>
<th>JJA</th>
</tr>
</thead>
<tbody>
<tr>
<td>19 West Asia</td>
<td>2035</td>
<td>0.0</td>
<td>0.7</td>
<td>1.0</td>
<td>1.3</td>
<td>1.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2065</td>
<td>0.5</td>
<td>1.4</td>
<td>1.9</td>
<td>2.3</td>
<td>2.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2100</td>
<td>0.6</td>
<td>1.9</td>
<td>2.4</td>
<td>2.9</td>
<td>3.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Total pages: 206
### 23 South Asia

<table>
<thead>
<tr>
<th>Year</th>
<th>DJF</th>
<th>JJA</th>
<th>AMJJAS</th>
<th>ONDJFM</th>
</tr>
</thead>
<tbody>
<tr>
<td>2035</td>
<td>0.1</td>
<td>0.3</td>
<td>-10%</td>
<td>-18%</td>
</tr>
<tr>
<td>2065</td>
<td>0.6</td>
<td>0.7</td>
<td>-20%</td>
<td>-17%</td>
</tr>
<tr>
<td>2100</td>
<td>1.4</td>
<td>1.1</td>
<td>-29%</td>
<td>-9%</td>
</tr>
</tbody>
</table>

### 24 Southeast Asia (land)

<table>
<thead>
<tr>
<th>Year</th>
<th>DJF</th>
<th>JJA</th>
<th>AMJJAS</th>
<th>ONDJFM</th>
</tr>
</thead>
<tbody>
<tr>
<td>2035</td>
<td>0.3</td>
<td>0.3</td>
<td>-3%</td>
<td>-2%</td>
</tr>
<tr>
<td>2065</td>
<td>0.6</td>
<td>0.7</td>
<td>-1%</td>
<td>-1%</td>
</tr>
<tr>
<td>2100</td>
<td>0.8</td>
<td>0.9</td>
<td>-5%</td>
<td>-5%</td>
</tr>
</tbody>
</table>

### Southeast Asia (sea)

<table>
<thead>
<tr>
<th>Year</th>
<th>DJF</th>
<th>JJA</th>
<th>AMJJAS</th>
<th>ONDJFM</th>
</tr>
</thead>
<tbody>
<tr>
<td>2035</td>
<td>0.3</td>
<td>0.3</td>
<td>-3%</td>
<td>-4%</td>
</tr>
<tr>
<td>2065</td>
<td>0.6</td>
<td>0.7</td>
<td>-4%</td>
<td>-4%</td>
</tr>
<tr>
<td>2100</td>
<td>0.9</td>
<td>0.9</td>
<td>-5%</td>
<td>-4%</td>
</tr>
</tbody>
</table>

### Australia

<table>
<thead>
<tr>
<th>Year</th>
<th>DJF</th>
<th>JJA</th>
<th>AMJJAS</th>
<th>ONDJFM</th>
</tr>
</thead>
<tbody>
<tr>
<td>2035</td>
<td>0.2</td>
<td>0.2</td>
<td>-20%</td>
<td>-48%</td>
</tr>
<tr>
<td>2065</td>
<td>0.9</td>
<td>0.9</td>
<td>-18%</td>
<td>-53%</td>
</tr>
<tr>
<td>2100</td>
<td>1.1</td>
<td>0.8</td>
<td>-31%</td>
<td>-46%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Year</th>
<th>DJF</th>
<th>JJA</th>
<th>AMJJAS</th>
<th>ONDJFM</th>
</tr>
</thead>
<tbody>
<tr>
<td>2035</td>
<td>0.3</td>
<td>0.2</td>
<td>-27%</td>
<td>-22%</td>
</tr>
<tr>
<td>2065</td>
<td>0.8</td>
<td>0.6</td>
<td>-18%</td>
<td>-21%</td>
</tr>
<tr>
<td>2100</td>
<td>1.1</td>
<td>0.7</td>
<td>-17%</td>
<td>-20%</td>
</tr>
<tr>
<td>Antarctica</td>
<td>YR</td>
<td>MONTH</td>
<td>MIN</td>
<td>25</td>
</tr>
<tr>
<td>------------</td>
<td>------</td>
<td>-------</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td><strong>Land</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2035</td>
<td>DJF</td>
<td>0,1</td>
<td>0,5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0,2</td>
<td>1,1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0,5</td>
<td>1,5</td>
</tr>
<tr>
<td></td>
<td>2035</td>
<td>JJA</td>
<td>-0,5</td>
<td>0,6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-0,1</td>
<td>1,1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-0,3</td>
<td>1,6</td>
</tr>
<tr>
<td></td>
<td>2065</td>
<td>DJF</td>
<td>-0,3</td>
<td>0,2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-0,4</td>
<td>0,5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-0,3</td>
<td>0,6</td>
</tr>
<tr>
<td></td>
<td>2065</td>
<td>JJA</td>
<td>-0,7</td>
<td>0,4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-0,6</td>
<td>0,7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-0,8</td>
<td>1,1</td>
</tr>
<tr>
<td></td>
<td>2100</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Sea</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2035</td>
<td>DJF</td>
<td>-0,3</td>
<td>0,2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-0,4</td>
<td>0,5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-0,3</td>
<td>0,6</td>
</tr>
<tr>
<td></td>
<td>2035</td>
<td>JJA</td>
<td>-0,7</td>
<td>0,4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-0,6</td>
<td>0,7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-0,8</td>
<td>1,1</td>
</tr>
<tr>
<td></td>
<td>2100</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Box 14.1, Figure1: Global distribution of average annual rainfall (in cm/year) from 1979-2010 GPCP data base, monsoon precipitation domain (white contours) as defined by (Kim et al., 2011a) and winter storm-tracks in both hemispheres (black contours) depicted by contours of band-pass filtered root-mean-square of 500 hPa geopotential height in m (as proposed by (Blackmon et al., 1977) from 1979–2010 NCEPv1 reanalysis (reference here). In left (right) column seasonal correlation maps of NAO, SOI (the atmospheric component of ENSO) and SAM mode indexes vs. monthly temperature (precipitation) anomalies in boreal winter (DJF) and austral winter (JJA) or spring (SON). Grey contours indicate a 99% significance level. The mode indexes were taken from NOAA (http://www.esrl.noaa.gov/psd/data/climateindices/list/), global temperatures from NASA GISTEMP (http://data.giss.nasa.gov/gistemp/) and global precipitations from GPCP (http://www.esrl.noaa.gov/psd/data/gridded/data.gpcp.html).
Figure 14.1: Time series of meridional temperature difference of June to August mean 300 hPa temperature between 50°E–100°E, 20°N–40°N and 50°E–100°E, 0°N–20°N (20 years running mean). Thin black, dark blue, warm blue, warm yellow and bright red lines denote each CMIP5 model results of historical, RCP2.6, RCP4.5, RCP6.0 and RCP8.5 runs, respectively. Thick lines are ensemble means of 16 CMIP5 models. 90% range (±1.65 standard deviation) is also plotted. Four reanalysis data are shown by green (ERA40), yellow-green (NRA1), purple (JRA25) and orange (ERA-Int) lines.
Figure 14.2: (a) Monsoon precipitation domain based on 29 CMIP5 multi-model mean precipitation during 1986–2005 and 2080–2099 for RCP4.5 scenario, based on the definition by Wang et al. (2011). Warm Yellow (dark blue) shading: monsoon domain only in the present (future). Blue shading: monsoon domain in the both periods. (b) As in (a), but for RCP8.5. (c) Future change ratio (%) in global monsoon area (GMA), global monsoon total precipitation (GMP), and global monsoon intensity (GMI), defined by Hsu et al. (2012), over monsoon domain defined by every model and scenario, based on monthly data by the 29 models. Left (right) sides: RCP4.5 (RCP8.5) scenario. Red line: 10th, 50th, and 90th percentile. (d) As in (c), but for simple precipitation daily intensity index (SDII), annual maximum 5-day precipitation total (R5d), and dry days (DD), based on daily data by 21 CMIP5 models. All these indices are calculated for the summer season (NH: MJJAS, SH: NDJFM).
Figure 14.3: Time series of observed and simulated summer precipitation anomalies (%; 20 years running mean) relative to the base period average (1986–2005, except GPCC VASClimO (1986–2000)) over land global monsoon domain. The monsoon domains defined for the base period are fixed for the whole period. For the time series of simulations, Historical (grey), RCP4.5 (blue), and RCP8.5 (red) simulations by 29 CMIP5 model ensembles are shown in 10th and 90th percentile (shading), and in all model average (thick line). For the time series of observations, CRU TS3.1 (dark blue), APHRODITE (light blue), and GPCC v.6 (deep green with solid line) are calculated using only grid boxes (2.5 degree in lon./lat.) where at least an observation site exists for more than 80% of the whole period (1921–2005 for CRU TS3.1 and GPCC v.6; 1951–2005 for APHRODITE); GPCC VASClimO (light green), GPCC v.6 (deep green with dot), GPCP (black) and CMAP (black with dot) are calculated using all grids for the period (1901–2010 for GPCC v.6; 1951–2000 for GPCC VASClimO; 1979–2010 for GPCP and CMAP). (a) Land monsoon domains with regional division. (b) EAS. (c) NAM. (d) NAF. (e) SAS. (f) SAM. (g) SAF. (h) AUS.
Figure 14.4: Change ratio (%) in averaged precipitation (Pav), simple precipitation daily intensity index (SDII), annual maximum 5-day precipitation total (R5d), and dry days (DD) over each regional land monsoon domain, based on daily data by 21 CMIP5 models. All these indices are calculated over monsoon domains determined by each model and each scenario for the summer season (NH: MJJAS, SH: NDJFM). Left (right) side plots are for RCP4.5 (RCP8.5) scenario. Red lines indicate 10th, 50th, and 90th percentile. (a) Land monsoon domains with regional division. (b) EAS. (c) NAM. (d) NAF. (e) SAS. (f) SAM. (g) SAF. (h) AUS.
Figure 14.5: As for Figure 14.4, but for future changes (days) in monsoon onset date, retreat date and duration. The calculation is based on the definition by Wang and LinHo (2002) using daily precipitation climatology (filtered with 12 harmonics) averaged over regional monsoon domain. It is noted that for EAS the threshold value of the relative precipitation is adjusted from 5.0 to 4.0 mm day$^{-1}$. 
Figure 14.6: Inter annual variability and linear trend in the difference between area averaged surface temperature over the Indian land mass and the adjoining seas (Indian Ocean, Arabian sea and Bay of Bengal) for the period 1951–2010 (adopted from, Ramesh and Goswami, 2007a). The linear trends have been expressed as % of standard deviation over the period.
Figure 14.7: Spatial distribution of ERE of different categories accumulated over five years (2001–2005). The high density of ERE over the west coast and along the flanks of the monsoon trough is prominent. Inter-annual variations in the percentage contribution of ERE (light grey shaded)/ WRE (dark grey shaded) to seasonal (June-September) rainfall over India (black) and the linear trend line (red). The percentage contribution of ERE has grown in the recent years; the linear trend of ERE component is +0.042% yr⁻¹ (inset). The analysis is based on daily rainfall data from IMD for the period 1951–2004 (adopted from, Goswami and Ramesh, 2008; Ramesh and Goswami, 2007a).
Figure 14.8: Climate scenarios. Normalized probability of occurrences (number of occurrences divided by the total number of years) of interannual variability of South Asian monsoon rainfall from four CMIP3 models that depict realistic mean monsoon precipitation and ENSO–monsoon association. a, gfdl_cm2_0. b, gfdl_cm2_1. c, mpi_echam5. d, mri_cgcm2_3_2a. Pre-industrial control probability density function (PDF; solid line) and future climate (1% per year increase in carbon dioxide experiments, 1pctto2x) PDF (dashed line) are shown. The future variations are scaled by the pre-industrial control interannual standard deviations whose values (in mm) are also shown (std). The differences in the shape of the PDFs have been tested for significance based on a Kolmogorov–Smirnov test. Although all models suggest a reduction in the occurrence of normal monsoon years (± one standard deviation in monsoon rainfall) the changes in the tails of the distribution are significant in only one model, mri_cgcm2_3_21 (d). The caveat is that this particular model has the least agreement in terms of mean and interannual standard deviation with observed rainfall. In the model that has the best agreement with observations, gfdl_cm2_1 (b), changes in the tails are not significant.
Figure 14.9: Time series of EASM indices (bars) and their trend line (dashed line) from NCEP/NCAR reanalysis, (b) ERA-40 reanalysis, (c) GOGA run of CAM3, (d) difference between GOGAI and GOGA run of CAM3. Also shown are the slope of the trends (b, change per 50-year). The EASM index is defined as the normalized zonal wind shear between 850 and 200 hPa averaged over 20°N–40°N and 110°E–140°E. GOGA run is forced by observed monthly SSTs over the global oceans from 1950 to 2000, while GOGAI is driven by global SST plus IPCC 20th century atmospheric (primarily greenhouse gases and direct aerosol) forcings (Li et al., 2010b).
Figure 14.10: Linear trend for summer (a) total precipitation (b) SDII, (c) R95 (summer total precipitation when PR >95th percentile), (d) R5d, (e) CDD (maximum number of consecutive days with PR <1 mm) and (f) CWD (maximum number of consecutive days with PR >1 mm) in percent per 50-year for summer precipitation from the APHRODITE data set for 1951–2000. The trends statistically significant at 5% level are dotted.
Figure 14.11: Time series of summer monsoon indices (21-year running mean) relative to the base period average (1986-2005). Historical (gray), RCP4.5 (blue) and RCP8.5 (Red) simulations by 15 CMIP5 model ensembles are shown in 10th and 90th (shading), and 50th (thick line) percentile. (a) East Asian monsoon zonal thermal contrast index, (b) East Asian summer monsoon meridional thermal contrast index, (c) Indian monsoon index, (d) western North Pacific summer monsoon index, (e) Australian monsoon index (see Zhou et al. (2009) for indices definitions)
Figure 14.12: Multi-model mean rainfall change in DJF (upper row) and JJA (lower row) (mm day$^{-1}$) in global climate models (left) and a regional downscaling model 60 km simulations (right, (Nguyen et al., 2012)), each consisting of the same six models, for the 30-year period centred on 2055, relative to a 30-year period centred on 1990, using the A2 (high) emissions scenario.
Figure 14.13: Upper panel: Annual-mean precipitation percentage change (δP/P in green/gray shade and white contours at 20% intervals), and relative SST change (color contours at intervals of 0.2°C; negative dashed) to the tropical (20°S–20°N) mean warming in RCP8.5 projections, shown as 23 CMIP5 model ensemble mean. Lower panel: SST warming pattern indices in 23-model RCP8.5 ensemble, shown as the 2050–2099 minus 1900–1949 difference. From left: Northern (EQ-60°N) minus Southern (60°S-EQ) Hemisphere; equatorial (120°E–60°W, 5°S–5°N) and Southeast (130°W–70°W, 30°S–15°S) Pacific relative to the tropical mean warming; zonal SST gradient in the equatorial Pacific (120°E–180°E minus 150°W–90°W, 5°S–5°N) and Indian (50°E–70°E, 10°S–10°N minus 90°E–110°E, 10°S-EQ) Oceans. Rightmost: spatial correlation between relative SST change and precipitation percentage change (δP/P) in the tropics (20°S–20°N). (The spatial correlation for the multi-model ensemble mean fields in the upper panel is 0.61). The circle and error bar indicate the ensemble mean and ±1 standard deviation, respectively.
Figure 14.14: (a) and (b) – the two leading principal component patterns of rainfall (Global Precipitation Climatology Project version 2) in the SPCZ region (Eq.–30°S, 160°E–80°W), during December to February (units are mm day⁻¹). Lines superimposed in (a) show the average SPCZ position during El Niño (green), La Niña (blue) and neutral (black) states. The red line in (b) shows the average SPCZ position during zonal-SPCZ events. The SPCZ position is defined as the position where the maximum of rainfall greater than 6 mm per day⁻¹ is situated and a linear fit is applied. (c) illustrates the nonlinear relationship between the leading principal component time series. La Niña, neutral and moderate El Niño years are indicated with blue, black and green dots, respectively. A zonal SPCZ event (red dots) is defined as when the first principal component is greater than one standard deviation, and when the second principal component is positive. (from Cai et al., 2012).
Figure 14.15: September to November changes in a 22-model CMIP5 ensemble (2050–2099 in RCP8.5 minus 1900–1949 in historical run). (a) SST (colour contours at 0.1°C intervals) relative to the tropical mean (20°S–20°N), and precipitation (shading and white contours at 20 mm per month intervals). (b) Surface wind velocity (m/s), and SSH deviation from the global mean (contours, cm). Over the equatorial Indian Ocean, ocean-atmospheric changes are in positive Bjerknes feedback, with the reduced SST warming and suppressed convection in the east.
Figure 14.16: Scatter plot comparing the IOB mode in 22 CMIP5 models between the 20th century historical and 21st century RCP8.5 simulations: regression of North Indian Ocean (40°E–100°E, 0–20°N) SST during July to September upon the preceding November to January Nino3.4 (170°W–120°W, 5°S–5°N) SST. The red dot denotes the multi-model ensemble mean, and the error bar the standard deviation of inter-model variability.
Figure 14.17: Scatter plots comparing IOD properties in 22 CMIP5 models between the 20th century historical and 21st century RCP8.5 simulations: (a) standard deviation and skewness of the dipole mode index defined as the western (50°E–70°E, 10°S–10°N) minus eastern (90°E–110°E, 10°S–0°) SST difference; and (b) SSH standard deviation in the eastern equatorial Indian Ocean (90°E–110°E, 10°S–0°). September to November interannual anomalies are used. The red dot denotes the multi-model ensemble mean, and the error bar the standard deviation of inter-model variability. Most models show little change in IOD variance but a decrease in both SSH variance and IOD skewness.
Figure 14.18: The leading EOF (left) of a gridded observed monthly mean SST record from Hadley Centre sea ice and SST version 1 (HadISST1) data set (Rayner et al., 2003), which explains 36% of the SST variance, and the associated monthly mean time series (right) normalized by its maximum absolute value (blue) overlaid by the globally averaged SST (red). The middle and bottom panel show the observed and modeled linear trend values for SST averaged in the tropical Atlantic basin and for an interhemispheric SST index, respectively, in the 20th century simulation (cyan) and the A1B simulation (magenta).
Figure 14.19: Same as Figure 14.18, except for the 2nd EOF (left), which explains 14% of the monthly mean SST variance. The associated time variation (blue in right panel) is overlaid by a detrended interhemispheric SST gradient index derived by differencing the SSTs averaged in the two boxes shown in the left panel. The two time series are correlated at $r = 0.86$. The yellow shade and black lines show the amplitude modulation of the PC time series using a 21-year moving window. Standard deviations of the observed and modeled March-April-May interhemispheric SST gradient time series are shown in the bottom panel for the 20th century simulation (cyan) and the A1B simulation (magenta), respectively.
Figure 14.20: Same as Figure 14.18, except for the 3rd EOF (upper left), which explains 9% of the monthly mean SST variance. The associated time series (blue in upper right panel) is overlaid by a detrended Atl-3 index derived by averaging the monthly mean SST in the box shown in the left panel. The two time series are correlated at $r = 0.5$. The yellow shade and black lines show the amplitude modulation of the Atl-3 index using a 21-year moving window. Standard deviations of the observed and modeled September-October-November detrended Atl-3 SST time series are shown in the bottom panel for the 20th century simulation (cyan) and the A1B simulation (magenta).
Figure 14.21: Idealized schematic showing atmospheric and oceanic conditions of the tropical Pacific region and their interactions during normal conditions, El Niño conditions, and in a warmer world. a. Mean climate conditions in the tropical Pacific, indicating SSTs, surface wind stress and associated Walker circulation, the mean position of convection, and the mean upwelling and position of the thermocline. b. Typical conditions during an El Niño event. SSTs are anomalously warm in the east; convection moves into the central Pacific; the trade winds weaken in the east and the Walker circulation is disrupted; the thermocline flattens and the upwelling is reduced. c. The likely mean conditions under climate change derived from observations, theory and CGCMs. The trade winds weaken; the thermocline flattens and shoals; the upwelling is reduced although the mean vertical temperature gradient is increased; and SSTs (shown as anomalies with respect to the mean tropical-wide warming) increase more on the equator than off. Diagrams with absolute SST fields are shown on the left, diagrams with SST anomalies are shown on the right. For the climate change fields, anomalies are expressed with respect to the basin average temperature change so that blue colors indicate a warming smaller than the basin mean, not a cooling (Collins et al., 2010).
Figure 14.22: Intensities of El Niño and La Niña events in the eastern equatorial Pacific (Niño3 region; upper) and in the central equatorial Pacific (Niño4 region; lower) the estimated linear trends, obtained from ERSST and HadISST (upper). Red and blue lines from ERSST, and dark red and dark blue lines from HadISST. EP and CP events are selected based on B case of Table 14.1.
Figure 14.23: Sea surface temperature anomalies and anomalous surface wind vectors on January 1998 and January 2010. Former and latter events are one of the biggest Eastern Pacific El Nino and Central Pacific El Nino in 20th century, respectively. Contour intervals are 0.5 degrees. Courtesy of TOGA TAO.
**Figure 14.24:** SST (°C) averaged over the Niño3 region (150°W–90°W, 5°S–5°N), for (a) the ERSST.v3 historical reconstruction of Smith et al. (2008), and (b) the 20 consecutive centuries (numbered) from the GFDL CM2.1 pre-industrial control run. Red/blue shading highlights departures of the running annual-mean SST from the multidecadal background state, where the latter is obtained via a 211-month triangle smoother which transmits (25, 50, 75)% of the time series amplitude at periods of (15, 20, 30) year. Unshaded time series ends in Figure 14.24 indicate the half-width of the triangle smoother; ends of the observed time series in panel (a) are zero-padded prior to smoothing. The top of the grey bar is the long-term mean, indicated at the bottom right of each plot (Wittenberg, 2009).
Figure 14.25: Standard deviation of Niño3 (upper) and Niño4 (lower) SST anomalies for CMIP5 model experiments. Blue bars, pre-industrial control experiments, dark red bars, last half of 21 century from the RCP4.5 experiments, yellow green bars, last half of 21 century from RCP8.5 experiments. Calculations are performed for the models indicated on the x-axis, and the linear trend has been removed in RCP4.5 and RCP8.5. The black ‘error bar’ indicates the minimum and maximum of 50-year windowed standard deviation of Niño index anomalies computed from the pre-industrial control experiments.
**Box 14.2, Figure 1**: General consensus assessment of the numerical experiments described in Box 14.2, Tables 1-4. All values represent expected percent change (year 2100 relative to 2000) under an A1B-like scenario, based on expert judgment after subjective normalisation of the model projections. Four metrics were considered: the percent change in 1) the total annual frequency of tropical storms, 2) the annual frequency of Category 4 and 5 storms, 3) the mean Lifetime Maximum Intensity (LMI; the maximum intensity achieved during a storm’s lifetime), and 4) the precipitation rate within 200 km of storm center at the time of LMI. For each metric, the first numeric value is the best guess of the expected percent change, and the range in parentheses is the 67% (likely) confidence interval for this value. There are nine regions considered: Global, Northern Hemisphere, Southern Hemisphere, Eastern North Pacific, North Atlantic, Northern Indian, Southern Indian, Western North Pacific, and South Pacific.
Figure 14.26: Summary of multi-model ensemble simulations of wintertime mean NAO, NAM and SAM sea-level pressure indices for historical and RCP4.5 scenarios produced by 30 climate models participating in CMIP5. Panels a-c) show time series of the ensemble mean (black line) and inter-quartile range (grey shading) of the mean index for each model. Panels d-f) show scatter plots of individual model 2070–2099 time means versus 1975–2004 time means (black crosses) together with (–2,+2) standard error bars. The NAO index is defined here as the difference of regional averages: (90°W–60°E, 20°N–55°N) minus (90°W–60°E, 55°N–90°N) (Stephenson and Pavan, 2003). The NAM and SAM are defined as zonal indices: NAM as the difference in zonal mean SLP at 35°N and 65°N (Li and Wang, 2003) and SAM as the difference in zonal mean SLP at 40°S and 65°S (Gong and Wang, 1999). All indices have been centered to have zero time mean from 1861–1900. Comparison of simulated and observed trends from 1961–2011 is shown in Figure 10.11.
Figure 14.27: Left – the annual mean pattern of the positive SAM in the 850 hPa monthly height anomaly field (average height anomalies when the amplitude time series is +1 standard deviation). Positive contours are red, negative are blue and zero is black. The contour interval is 5 m. Right – the seasonal-mean amplitude of the SAM pattern, taken from station data (courtesy G. Marshall, British Antarctic Survey, http://www.antarctica.ac.uk/met/gjma/sam.html). The black line illustrates the long-term trend, calculated by heavily smoothing the raw seasonal amplitude time series with seven applications of a 13-point binomial filter (Trenberth et al., 2007b, Appendix 3A).
Figure 14.28: (a) PSA1 in DJF from zonal asymmetric geopotential anomaly at 500 hPa (Era Interim); (b) C1 amplitudes series (1979–2004); (c) PSA2 in DJF from zonal asymmetric geopotential anomaly at 500 hPa (Era Interim); (d) PC2 amplitudes series (1979–2004).
Figure 14.29: (a) PSA1 in DJF from zonal asymmetric geopotential anomaly at 500 hPa (HADGEM2-historical); (b) PC1 amplitudes series (1979–2004); (c) PSA2 in DJF from zonal asymmetric geopotential anomaly at 500 hPa (HADGEM2-historical); (d) PC2 amplitudes series (1979–2004).
Figure 14.30: (a) PSA1 in DJF from zonal asymmetric geopotential anomaly at 500 hPa (HADGEM2-CP8.5); (b) PC1 amplitudes series (2073–2098); (c) PSA2 in DJF from zonal asymmetric geopotential anomaly at 500 hPa (HADGEM2-RCP8.5); (d) PC2 amplitudes series (2073–2098).
**Figure 14.31**: Annual mean blocking frequency in the Northern Hemisphere (expressed in % of time, i.e., 1% means ~4 days per year) as simulated by a suite of CMIP5 models (color lines) for the 1961–1990 period of one run of the historical simulation. Grey shading shows the mean model result plus/minus one standard deviation. Black thick line indicates the observed blocking frequency derived from the NCEP/NCAR reanalysis. Only CMIP5 models with available 500 hPa geopotential height daily data at [http://pcmdi3.llnl.gov/esgcet/home.htm](http://pcmdi3.llnl.gov/esgcet/home.htm) have been used. Blocking is defined as in (Barriopedro et al., 2006), which uses a modified version of the (Tibaldi and Molteni, 1990) index. Daily data was interpolated to a common regular 2.5° × 2.5° longitude-latitude grid before detecting blocking.
Figure 14.32: Spatial extent of 26 sub-regions covering different climate zones. Analyses in this chapter are performed for land grid points only, unless stated otherwise in the text. Region names and coordinates are given in Table 14.2. See also Seneviratne et al. (2012). [To be updated and confirmed with Atlas].
Figure 14.33: Precipitation changes (2071–2100) – (1961–1990) projected by three members of RCA, LMDZ, REMO, 
REgCM3,PROMES, ETA, and the ensemble mean.
Figure 14.34: June to August precipitation anomalies over East Asia. RCP4.5 (left column) and RCP8.5 (right column) simulations (2080–2099) relative to historical simulation (1980–1999) by 15 CMIP5 model ensembles are shown in 10th, 50th and 90th percentile.
Figure 14.35: Inter-annual variability of Indian summer monsoon rainfall (1871–2011). The smooth curve is the 11-year moving average filtered series which shows epochal variability. The fitted trend lines are also shown: green (entire period) and red (post 1950s). The dotted lines depict ±10% departures from long-term mean. X-axis denotes years and Y-axis the percentage departures from long-term mean.
Figure 14.36: Locations of the Pacific Climate Change Science Program (PCCSP) partner countries (all of which are labelled) and the dominant features of the regional climate in the western Pacific Ocean. Grey dashed lines indicate the boundary of the ‘PCCSP region’ used in much of the analysis, and orange arrows indicate the dominant wind flows. This is taken from the BoM-CSIRO Report (2011).
Figure 14.37: Multi-model mean change in November to April rainfall (mm day$^{-1}$) in global climate models (left) and CCAM 60 km simulations (right), each consisting of the same six models, for the 30-year period centred on 2055, relative to a 30-year period centred on 1990, using the A2 (high) emissions scenario.
FAQ 14.1, Figure 1: (Left) Average pattern of surface warming projected for the final decade of the 21st century from a suite of Coupled Model Intercomparison Project Phase 5 models (taken from Chapter 12, Figure 12.40). Units are change per degree of global warming. (Right) Change during December to February in the 90th percentile of daily maximum temperature, as a fraction of the globally and annually averaged increase of median maximum temperature (from Orlowsky and Seneviratne, 2012).
FAQ 14.1, Figure 2: Pattern of covariance between seasonal surface temperature anomalies and the Southern Oscillation Index (SOI). Colours show the average temperature anomaly pattern for an SOI value of −1 (El Niño event). Units are °C.
FAQ 14.2, Figure 1: Schematic diagram illustrating the main ways that human activity influences monsoon circulations. As the climate warms, the basic driver of the summer monsoon, land-sea temperature difference, is increasing since the land surface warms faster than the ocean. Also, warmer air contains more water vapour, increasing the potential for heavy rainfalls. Land use change and atmospheric aerosol loading can affect the amount of solar radiation that is absorbed. Other effects (not illustrated here) include warming-related changes in large-scale circulation that influence the strength and extent of the overall monsoon circulation.