
RENEWABLE ENERGY SOURCES
 AND 

CLIMATE CHANGE MITIGATION

SPECIAL REPORT OF THE 
INTERGOVERNMENTAL PANEL 

ON CLIMATE CHANGE

R
EN

EW
A

B
LE EN

ER
G

Y
 SO

U
R

C
ES A

N
D

 C
LIM

A
TE C

H
A

N
G

E M
ITIG

A
TIO

N

“The Mitigation of Climate Change is one of the major challenges of the 21st century. The transition of our 
global energy system to one that supports a high share of renewable energy could be an integral part of 
humankind’s answer to this challenge. This report provides important groundwork for such a transition.”

– Hartmut Graßl, Former Director of the World Climate Research Programme, 
Max Planck Institute for Meteorology

“This report is a comprehensive and authoritative contribution to the debate about whether renewable energy 
can solve the climate problem in an economically attractive fashion. It’s a blueprint for further development 
of the renewables sector and sets out clearly its role in climate change mitigation.”

– Geoffrey Heal, Columbia Business School, Columbia University

“Renewable energy resources and the technologies to expand their use provide the key energy source to address 
multiple challenges of national and global sustainability for all. This report is invaluable for the 21st century.”

– Thomas B. Johansson, Lund University, Sweden, and Global Energy Assessment, IIASA

“The IPCC has provided us with a well-researched, carefully-presented assessment of the costs, risks and 
opportunities of renewable energy sources. It provides a systematic analysis and scientific assessment of the 
current knowledge about one of the most promising options to cut emissions of greenhouse gases and to 
mitigate climate change.”

– Lord Nicholas Stern, IG Patel Professor of Economics & Government, 
London School of Economics and Political Science

“Renewable energy can drive global sustainable development. The Special Report comes at the right time 
and offers insights and guidance to strongly facilitate the change of our industrial metabolism.”

– Klaus Töpfer, IASS Potsdam – Institute for Advanced Sustainability Studies

“There may be a number of ways to achieve a low-carbon economy, but no pathway has been as thoroughly 
and comprehensively explored as the range of possible contributions of renewable energy sources towards 
achieving that goal contained in this IPCC Special Report.”

– John P. Weyant, Stanford University

C limate change is one of the great challenges of the 21st century. Its most severe impacts may still be 
avoided if efforts are made to transform current energy systems. Renewable energy sources have a large 

potential to displace emissions of greenhouse gases from the combustion of fossil fuels and thereby to mitigate 
climate change. If implemented properly, renewable energy sources can contribute to social and economic 
development, to energy access, to a secure and sustainable energy supply, and to a reduction of negative 
impacts of energy provision on the environment and human health.

This Special Report on Renewable Energy Sources and Climate Change Mitigation (SRREN) impartially 
assesses the scientific literature on the potential role of renewable energy in the mitigation of climate 
change for policy makers, the private sector, academic researchers and civil society. It covers six renewable 
energy sources – bioenergy, direct solar energy, geothermal energy, hydropower, ocean energy and wind 
energy – as well as their integration into present and future energy systems. It considers the environmental 
and social consequences associated with the deployment of these technologies, and presents strategies to 
overcome technical as well as non-technical obstacles to their application and diffusion. The authors also 
compare the levelized cost of energy from renewable energy sources to recent non-renewable energy costs.

The Intergovernmental Panel on Climate Change (IPCC) is the leading international body for the assessment 
of climate change. It was established by the United Nations Environment Programme (UNEP) and the World 
Meteorological Organization (WMO) to provide the world with a clear scientific view on the current state of 
knowledge in climate change and its potential environmental and socioeconomic impacts.

The full Special Report is published by Cambridge University Press (www.cambridge.org) and the digital version 
can be accessed via the website of the IPCC Secretariat (www.ipcc.ch) or obtained on CDRom from the IPCC 
Secretariat. This brochure contains the Summary for Policymakers and the Technical Summary of the report.

SUMMARY FOR POLICYMAKERS AND TECHNICAL SUMMARY
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Foreword

Foreword

 The IPCC Special Report on Renewable Energy Sources and Climate Change Mitigation (SRREN) provides a 
comprehensive review concerning these sources and technologies, the relevant costs and benefits, and their potential 
role in a portfolio of mitigation options.

 For the first time, an inclusive account of costs and greenhouse gas emissions across various technologies and scenarios 
confirms the key role of renewable sources, irrespective of any tangible climate change mitigation agreement.

 As an intergovernmental body established in 1988 by the World Meteorological Organization (WMO) and the United 
Nations Environment Programme (UNEP), the IPCC has successfully provided policymakers over the ensuing period with 
the most authoritative and objective scientific and technical assessments, which, while clearly policy relevant, never 
claimed to be policy prescriptive. Moreover, this Special Report should be considered especially significant at a time 
when Governments are pondering the role of renewable energy resources in the context of their respective climate 
change mitigation efforts. 

 The SRREN was made possible thanks to the commitment and dedication of hundreds of experts from various regions 
and disciplines. We would like to express our deep gratitude to Prof. Ottmar Edenhofer, Dr. Ramon Pichs-Madruga, 
and Dr. Youba Sokona, for their untiring leadership throughout the SRREN development process, as well as to all 
Coordinating Lead Authors, Lead Authors, Contributing Authors, Review Editors and Reviewers, and to the staff of the 
Working Group III Technical Support Unit. 

 We greatly value Germany’s generous support and dedication to the SRREN, as evidenced in particular by its hosting 
of the Working Group III Technical Support Unit. Moreover, we wish to express our appreciation to the United Arab 
Emirates, for hosting the plenary session which approved the report; as well as to Brazil, Norway, the United Kingdom 
and Mexico, which hosted the successive Lead Authors meetings; to all sponsors which contributed to the IPCC work 
through their financial and logistical support; and finally to the IPCC Chairman, Dr. R. K. Pachauri, for his leadership 
throughout the SRREN development process.

 M. Jarraud
 Secretary General
 World Meteorological Organization

 A. Steiner
 Executive Director
 United Nations Environment Programme
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Preface

Preface

 The Special Report on Renewable Energy Sources and Climate Change Mitigation (SRREN) of the IPCC Working Group 
III provides an assessment and thorough analysis of renewable energy technologies and their current and potential 
role in the mitigation of greenhouse gas emissions. The results presented here are based on an extensive assessment of 
scientific literature, including specifics of individual studies, but also an aggregate across studies analyzed for broader 
conclusions. The report combines information on technology specific studies with results of large-scale integrated 
models, and provides policy-relevant (but not policy-prescriptive) information to decision makers on the characteristics 
and technical potentials of different resources; the historical development of the technologies; the challenges of their 
integration and social and environmental impacts of their use; as well as a comparison in levelized cost of energy for 
commercially available renewable technologies with recent non-renewable energy costs. Further, the role of renewable 
energy sources in pursuing GHG concentration stabilization levels discussed in this report and the presentation and 
analysis of the policies available to assist the development and deployment of renewable energy technologies in cli-
mate change mitigation and/or other goals answer important questions detailed in the original scoping of the report. 

 
 The process

 This report has been prepared in accordance with the rules and procedures established by the IPCC and used for previ-
ous assessment reports. After a scoping meeting in Lübeck, Germany from the 20th to the 25th of January, 2008, the 
outline of the report was approved at the 28th IPCC Plenary held in Budapest, Hungary on the 9th and 10th of April, 2008. 
Soon afterward, an author team of 122 Lead Authors (33 from developing countries, 4 from EIT countries, and 85 from 
industrialized countries), 25 Review Editors and 132 contributing authors was formed. 

 The IPCC review procedure was followed, in which drafts produced by the authors were subject to two reviews. 24,766 
comments from more than 350 expert reviewers and governments and international organizations were processed.  
Review Editors for each chapter have ensured that all substantive government and expert review comments received 
appropriate consideration. 

 The Summary for Policy Makers was approved line-by-line and the Final Draft of the report was accepted at the 11th 
Session of the Third Working Group held in Abu Dhabi, United Arab Emirates from the 5th to the 8th of May, 2011. The 
Special Report was accepted in its entirety at the 33rd IPCC Plenary Session held also in Abu Dhabi from the 10th to the 
13th of May, 2011.

 
 
 Structure of the Special Report

 The SRREN consists of three categories of chapters: one introductory chapter; six technology specific chapters (Chapters 
2-7); and four chapters that cover integrative issues across technologies (Chapters 8-11). 

 Chapter 1 is the introductory chapter designed to place renewable energy technologies within the broader framework 
of climate change mitigation options and identify characteristics common to renewable energy technologies.

 Each of the technology chapters (2-7) provides information on the available resource potential, the state of technologi-
cal and market development and the environmental and social impacts for each renewable energy source including 
bioenergy, direct solar energy, geothermal energy, hydropower, ocean energy and wind energy. In addition, prospects 
for future technological innovation and cost reductions are discussed, and the chapters end with a discussion on pos-
sible future deployment.
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 Chapter 8 is the first of the integrative chapters and discusses how renewable energy technologies are currently inte-
grated into energy distribution systems, and how they may be integrated in the future. Development pathways for the 
strategic use of renewable technologies in the transport, buildings, industry and agricultural sectors are also discussed.

 
 Renewable energy in the context of sustainable development is covered in Chapter 9. This includes the social, environ-

mental and economic impacts of renewable energy sources, including the potential for improved energy access and a 
secure supply of energy. Specific barriers for renewable energy technologies are also covered.

 In a review of over 160 scenarios, Chapter 10 investigates how renewable energy technologies may contribute to 
varying greenhouse gas emission reduction scenarios, ranging from business-as-usual scenarios to those reflecting 
ambitious GHG concentration stabilization levels. Four scenarios are analyzed in depth and the costs of extensive 
deployment of renewable energy technologies are also discussed.

 The last chapter of the report, Chapter 11, describes the current trends in renewable energy support policies, as well as 
trends in financing and investment in renewable energy technologies. It reviews current experiences with RE policies, 
including effectiveness and efficiency measures, and discusses the influence of an enabling environment on the success 
of policies.

 While the authors of the report included the most recent literature available at the time of publication, readers should 
be aware that topics covered in this Special Report may be subject to further rapid development. This includes state of 
development of some renewable energy technologies, as well as the state of knowledge of integration challenges, miti-
gation costs, co-benefits, environmental and social impacts, policy approaches and financing options. The boundaries 
and names shown and the designations used on any geographic maps in this report do not imply official endorsement 
or acceptance by the United Nations. In the geographic maps developed for the SRREN, the dotted line in Jammu and 
Kashmir represents approximately the Line of Control agreed upon by India and Pakistan. The final status of Jammu and 
Kashmir has not yet been agreed upon by the parties.

 
 Acknowledgements

 Production of this Special Report was a major enterprise, in which many people from around the world were involved, 
with a wide variety of contributions. We wish to thank the generous contributions by the governments and institu-
tions involved, which enabled the authors, Review Editors and Government and Expert Reviewers to participate in this 
process.

 We are especially grateful for the contribution and support of the German Government, in particular the 
Bundesministerium für Bildung und Forschung (BMBF), in funding the Working Group III Technical Support Unit (TSU). 
Coordinating this funding, Gregor Laumann and Christiane Textor of the Deutsches Zentrum für Luft- und Raumfahrt 
(DLR) were always ready to dedicate time and energy to the needs of the team. We would also like to express our 
gratitude to the Bundesministerium für Umwelt, Naturschutz und Reaktorsicherheit (BMU). In addition, the Potsdam 
Institute for Climate Impact Research (PIK) kindly hosted and housed the TSU offices. 

 We would very much like to thank the governments of Brazil, Norway, the United Kingdom and Mexico, who, in col-
laboration with local institutions, hosted the crucial lead author meetings in São José dos Campos (January 2009), Oslo 
(September 2009), Oxford (March 2010) and Mexico City (September 2010). In addition, we would like to thank the 
government of the United States and the Institute for Sustainability, with the Founder Society Technologies for Carbon 
Management Project for hosting the SRREN Expert Review meeting in Washington D.C.(February 2010). Finally, we 
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express our appreciation to PIK for welcoming the SRREN Coordinating Lead Authors on their campus for a concluding 
meeting (January 2011). 

 This Special Report is only possible thanks to the expertise, hard work and commitment to excellence shown through-
out by our Coordinating Lead Authors and Lead Authors, with important assistance by many Contributing Authors. We 
would also like to express our appreciation to the Government and Expert Reviewers, acknowledging the time and 
energy invested to provide constructive and useful comments to the various drafts. Our Review Editors were also critical 
in the SRREN process, supporting the author team with processing the comments and assuring an objective discussion 
of relevant issues.

 It is a pleasure to acknowledge the tireless work of the staff of the Working Group III Technical Support Unit, Patrick 
Matschoss, Susanne Kadner, Kristin Seyboth, Timm Zwickel, Patrick Eickemeier, Gerrit Hansen, Steffen Schloemer, 
Christoph von Stechow, Benjamin Kriemann, Annegret Kuhnigk, Anna Adler and Nina Schuetz, who were assisted by 
Marilyn Anderson, Lelani Arris, Andrew Ayres, Marlen Goerner, Daniel Mahringer and Ashley Renders. Brigitte Knopf, 
in her role as Senior Advisor to the TSU, consistently provided valuable input and direction. Graphics support by Kay 
Schröder and his team at Daily-Interactive.com Digitale Kommunikation is gratefully appreciated, as is the layout work 
by Valarie Morris and her team at Arroyo Writing, LLC. 

 The Working Group III Bureau – consisting of Antonina Ivanova Boncheva (Mexico), Carlo Carraro (Italy), Suzana Kahn 
Ribeiro (Brazil), Jim Skea (UK), Francis Yamba (Zambia), and Taha Zatari (Saudi Arabia) and prior to his elevation to 
IPCC Vice Chair, Ismail A.R. Elgizouli (Sudan) – provided continuous and constructive support to the Working Group III 
Co-Chairs throughout the SRREN process.

 We would like to thank the Renate Christ, Secretary of the IPCC, and the Secretariat staff Gaetano Leone, Mary Jean 
Burer, Sophie Schlingemann, Judith Ewa, Jesbin Baidya, Joelle Fernandez, Annie Courtin, Laura Biagioni, Amy Smith 
Aasdam, and Rockaya Aidara, who provided logistical support for government liaison and travel of experts from devel-
oping and transitional economy countries. 

 Our special acknowledgement to Dr. Rajendra Pachauri, Chairman of the IPCC, for his contribution and support during 
the preparation of this IPCC Special Report.

 Ottmar Edenhofer   Ramon Pichs-Madruga  Youba Sokona
 IPCC WG III Co-Chair   IPCC WG III Co-Chair  IPCC WG III Co-Chair

 

 Patrick Matshoss   Kristin Seyboth
 IPCC WG III TSU Head   IPCC WG III Senior Scientist
      SRREN Manager
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 This report is dedicated to

	 Wolfram Krewitt, Germany
 Coordinating Lead Author in Chapter 8

 Wolfram Krewitt passed away October 8th, 2009. He worked at the Deutsches Zentrum für Luft- und Raumfahrt (DLR) in 
Stuttgart, Germany. 

 
 Raymond Wright, Jamaica
 Lead Author in Chapter 10

 Raymond Wright passed away July 7th, 2011. He worked at the Petroleum Corporation of Jamaica (PCJ) in Kingston, 
Jamaica.

 Wolfram Krewitt made a significant contribution to this Special Report and his vision for Chapter 8 (Integration 
of Renewable Energy into Present and Future Energy Systems) remains embedded in the text for which he is 
acknowledged. Raymond Wright was a critical member of the Chapter 10 (Mitigation Potential and Costs) author 
team who consistently offered precise insights to the Special Report, ensuring balance and credibility. Both authors 
were talented, apt and dedicated members of the IPCC author team - their passing represents a deep loss for the 
international scientific communities working in climate and energy issues. Wolfram Krewitt and Raymond Wright are 
dearly remembered by their fellow authors.
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1.  Introduction

The Working Group III Special Report on Renewable Energy Sources and Climate Change Mitigation (SRREN) presents 
an assessment of the literature on the scientifi c, technological, environmental, economic and social aspects of the 
contribution of six renewable energy (RE) sources to the mitigation of climate change. It is intended to provide policy 
relevant information to governments, intergovernmental processes and other interested parties. This Summary for 
Policymakers provides an overview of the SRREN, summarizing the essential fi ndings. 

The SRREN consists of 11 chapters. Chapter 1 sets the context for RE and climate change; Chapters 2 through 7 provide 
information on six RE technologies, and Chapters 8 through 11 address integrative issues (see Figure SPM.1).

2. Bioenergy

3. Direct Solar Energy

4. Geothermal Energy

5. Hydropower

6. Ocean Energy

7. Wind Energy

1. Renewable Energy and Climate Change

8. Integration of Renewable Energy into Present and Future Energy Systems

9. Renewable Energy in the Context of Sustainable Development

10. Mitigation Potential and Costs

11. Policy, Financing and Implementation

Integrative Chapters

Introductory Chapter

Technology Chapters

Special Report on Renewable Energy Sources and Climate Change Mitigation

Figure SPM.1 | Structure of the SRREN. [Figure 1.1, 1.1.2]

References to chapters and sections are indicated with corresponding chapter and section numbers in square brackets. An 
explanation of terms, acronyms and chemical symbols used in this SPM can be found in the glossary of the SRREN (Annex I). 
Conventions and methodologies for determining costs, primary energy and other topics of analysis can be found in Annex II 
and Annex III. This report communicates uncertainty where relevant.1

1 This report communicates uncertainty, for example, by showing the results of sensitivity analyses and by quantitatively presenting ranges in cost 
numbers as well as ranges in the scenario results. This report does not apply formal IPCC uncertainty terminology because at the time of the 
approval of this report, IPCC uncertainty guidance was in the process of being revised. 

Summary for Policymakers Summaries
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2.  Renewable energy and climate change

Demand for energy and associated services, to meet social and economic development and improve human 
welfare and health, is increasing. All societies require energy services to meet basic human needs (e.g., lighting, 
cooking, space comfort, mobility and communication) and to serve productive processes. [1.1.1, 9.3.2] Since approxi-
mately 1850, global use of fossil fuels (coal, oil and gas) has increased to dominate energy supply, leading to a rapid 
growth in carbon dioxide (CO2) emissions. [Figure 1.6]

Greenhouse gas (GHG) emissions resulting from the provision of energy services have contributed signifi -
cantly to the historic increase in atmospheric GHG concentrations. The IPCC Fourth Assessment Report (AR4) 
concluded that “Most of the observed increase in global average temperature since the mid-20th century is very likely2 
due to the observed increase in anthropogenic greenhouse gas concentrations.” 

Recent data confi rm that consumption of fossil fuels accounts for the majority of global anthropogenic GHG 
emissions.3 Emissions continue to grow and CO2 concentrations had increased to over 390 ppm, or 39% above prein-
dustrial levels, by the end of 2010. [1.1.1, 1.1.3] 

There are multiple options for lowering GHG emissions from the energy system while still satisfying the 
global demand for energy services. [1.1.3, 10.1] Some of these possible options, such as energy conservation and 
effi ciency, fossil fuel switching, RE, nuclear and carbon capture and storage (CCS) were assessed in the AR4. A com-
prehensive evaluation of any portfolio of mitigation options would involve an evaluation of their respective mitigation 
potential as well as their contribution to sustainable development and all associated risks and costs. [1.1.6] This report 
will concentrate on the role that the deployment of RE technologies can play within such a portfolio of mitigation 
options.

As well as having a large potential to mitigate climate change, RE can provide wider benefi ts. RE may, if 
implemented properly, contribute to social and economic development, energy access, a secure energy supply, and 
reducing negative impacts on the environment and health. [9.2, 9.3]  

Under most conditions, increasing the share of RE in the energy mix will require policies to stimulate 
changes in the energy system. Deployment of RE technologies has increased rapidly in recent years, and their share 
is projected to increase substantially under most ambitious mitigation scenarios [1.1.5, 10.2]. Additional policies would 
be required to attract the necessary increases in investment in technologies and infrastructure. [11.4.3, 11.5, 11.6.1, 
11.7.5]

3.  Renewable energy technologies and markets  

RE comprises a heterogeneous class of technologies (Box SPM.1). Various types of RE can supply electricity, ther-
mal energy and mechanical energy, as well as produce fuels that are able to satisfy multiple energy service needs [1.2]. 
Some RE technologies can be deployed at the point of use (decentralized) in rural and urban environments, whereas 
others are primarily deployed within large (centralized) energy networks [1.2, 8.2, 8.3, 9.3.2]. Though a growing 
number of RE technologies are technically mature and are being deployed at signifi cant scale, others are in an earlier 
phase of technical maturity and commercial deployment or fi ll specialized niche markets [1.2]. The energy output of 

2 According to the formal uncertainty language used in the AR4, the term ‘very likely’ refers to a >90% assessed probability of occurrence.

3 The contributions of individual anthropogenic GHGs to total emissions in 2004, reported in AR4, expressed as CO2eq were: CO2 from fossil 
fuels (56.6%), CO2 from deforestation, decay of biomass etc. (17.3%), CO2 from other (2.8%), methane (14.3%), nitrous oxide (7.9%) and 
fl uorinated gases (1.1%) [Figure 1.1b, AR4, WG III, Chapter 1. For further information on sectoral emissions, including forestry, see also Figure 
1.3b and associated footnotes.]
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RE technologies can be (i) variable and—to some degree—unpredictable over differing time scales (from minutes to 
years), (ii) variable but predictable, (iii) constant, or (iv) controllable. [8.2, 8.3]

Box SPM.1 | Renewable energy sources and technologies considered in this report. 

Bioenergy can be produced from a variety of biomass feedstocks, including forest, agricultural and livestock residues; short-rotation 
forest plantations; energy crops; the organic component of municipal solid waste; and other organic waste streams. Through a variety 
of processes, these feedstocks can be directly used to produce electricity or heat, or can be used to create gaseous, liquid, or solid fuels. 
The range of bioenergy technologies is broad and the technical maturity varies substantially. Some examples of commercially available 
technologies include small- and large-scale boilers, domestic pellet-based heating systems, and ethanol production from sugar and starch. 
Advanced biomass integrated gasifi cation combined-cycle power plants and lignocellulose-based transport fuels are examples of technol-
ogies that are at a pre-commercial stage, while liquid biofuel production from algae and some other biological conversion approaches are 
at the research and development (R&D) phase. Bioenergy technologies have applications in centralized and decentralized settings, with 
the traditional use of biomass in developing countries being the most widespread current application.4 Bioenergy typically offers constant 
or controllable output. Bioenergy projects usually depend on local and regional fuel supply availability, but recent developments show 
that solid biomass and liquid biofuels are increasingly traded internationally. [1.2, 2.1, 2.3, 2.6, 8.2, 8.3]

Direct solar energy technologies harness the energy of solar irradiance to produce electricity using photovoltaics (PV) and concentrat-
ing solar power (CSP), to produce thermal energy (heating or cooling, either through passive or active means), to meet direct lighting 
needs and, potentially, to produce fuels that might be used for transport and other purposes. The technology maturity of solar applica-
tions ranges from R&D (e.g., fuels produced from solar energy), to relatively mature (e.g., CSP), to mature (e.g., passive and active solar 
heating, and wafer-based silicon PV). Many but not all of the technologies are modular in nature, allowing their use in both centralized 
and decentralized energy systems. Solar energy is variable and, to some degree, unpredictable, though the temporal profi le of solar 
energy output in some circumstances correlates relatively well with energy demands. Thermal energy storage offers the option to improve 
output control for some technologies such as CSP and direct solar heating. [1.2, 3.1, 3.3, 3.5, 3.7, 8.2, 8.3]

 Geothermal energy utilizes the accessible thermal energy from the Earth’s interior. Heat is extracted from geothermal reservoirs using 
wells or other means. Reservoirs that are naturally suffi ciently hot and permeable are called hydrothermal reservoirs, whereas reservoirs 
that are suffi ciently hot but that are improved with hydraulic stimulation are called enhanced geothermal systems (EGS). Once at the sur-
face, fl uids of various temperatures can be used to generate electricity or can be used more directly for applications that require thermal 
energy, including district heating or the use of lower-temperature heat from shallow wells for geothermal heat pumps used in heating 
or cooling applications. Hydrothermal power plants and thermal applications of geothermal energy are mature technologies, whereas 
EGS projects are in the demonstration and pilot phase while also undergoing R&D. When used to generate electricity, geothermal power 
plants typically offer constant output. [1.2, 4.1, 4.3, 8.2, 8.3]

Hydropower harnesses the energy of water moving from higher to lower elevations, primarily to generate electricity. Hydropower proj-
ects encompass dam projects with reservoirs, run-of-river and in-stream projects and cover a continuum in project scale. This variety gives 
hydropower the ability to meet large centralized urban needs as well as decentralized rural needs. Hydropower technologies are mature. 
Hydropower projects exploit a resource that varies temporally. However, the controllable output provided by hydropower facilities that 
have reservoirs can be used to meet peak electricity demands and help to balance electricity systems that have large amounts of variable 
RE generation. The operation of hydropower reservoirs often refl ects their multiple uses, for example, drinking water, irrigation, fl ood and 
drought control, and navigation, as well as energy supply. [1.2, 5.1, 5.3, 5.5, 5.10, 8.2]

4  Traditional biomass is defi ned by the International Energy Agency (IEA) as biomass consumption in the residential sector in developing countries and refers to the 
often unsustainable use of wood, charcoal, agricultural residues, and animal dung for cooking and heating. All other biomass use is defi ned as modern [Annex I].
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Ocean energy derives from the potential, kinetic, thermal and chemical energy of seawater, which can be transformed to provide elec-
tricity, thermal energy, or potable water. A wide range of technologies are possible, such as barrages for tidal range, submarine turbines 
for tidal and ocean currents, heat exchangers for ocean thermal energy conversion, and a variety of devices to harness the energy of 
waves and salinity gradients. Ocean technologies, with the exception of tidal barrages, are at the demonstration and pilot project phases 
and many require additional R&D. Some of the technologies have variable energy output profi les with differing levels of predictability 
(e.g., wave, tidal range and current), while others may be capable of near-constant or even controllable operation (e.g., ocean thermal 
and salinity gradient). [1.2, 6.1, 6.2, 6.3, 6.4, 6.6, 8.2]

Wind energy harnesses the kinetic energy of moving air. The primary application of relevance to climate change mitigation is to produce 
electricity from large wind turbines located on land (onshore) or in sea- or freshwater (offshore). Onshore wind energy technologies are 
already being manufactured and deployed on a large scale. Offshore wind energy technologies have greater potential for continued tech-
nical advancement. Wind electricity is both variable and, to some degree, unpredictable, but experience and detailed studies from many 
regions have shown that the integration of wind energy generally poses no insurmountable technical barriers. [1.2, 7.1, 7.3, 7.5, 7.7, 8.2]

On a global basis, it is estimated that RE accounted for 12.9% of the total 492 Exajoules (EJ)5 of primary 
energy supply in 2008 (Box SPM.2 and Figure SPM.2). The largest RE contributor was biomass (10.2%), with the 
majority (roughly 60%) being traditional biomass used in cooking and heating applications in developing countries 
but with rapidly increasing use of modern biomass as well.6  Hydropower represented 2.3%, whereas other RE sources 
accounted for 0.4%. [1.1.5] In 2008, RE contributed approximately 19% of global electricity supply (16% hydropower, 
3% other RE) and biofuels contributed 2% of global road transport fuel supply. Traditional biomass (17%), modern 
biomass (8%), solar thermal and geothermal energy (2%) together fuelled 27% of the total global demand for heat. The 
contribution of RE to primary energy supply varies substantially by country and region. [1.1.5, 1.3.1, 8.1]

Deployment of RE has been increasing rapidly in recent years (Figure SPM.3). Various types of government poli-
cies, the declining cost of many RE technologies, changes in the prices of fossil fuels, an increase of energy demand and 
other factors have encouraged the continuing increase in the use of RE.  [1.1.5, 9.3, 10.5, 11.2, 11.3] Despite global 
fi nancial challenges, RE capacity continued to grow rapidly in 2009 compared to the cumulative installed capacity from 
the previous year, including wind power (32% increase, 38 Gigawatts (GW) added), hydropower (3%, 31 GW added), 
grid-connected photovoltaics (53%, 7.5 GW added), geothermal power (4%, 0.4 GW added), and solar hot water/heat-
ing (21%, 31 GWth added). Biofuels accounted for 2% of global road transport fuel demand in 2008 and nearly 3% in 
2009. The annual production of ethanol increased to 1.6 EJ (76 billion litres) by the end of 2009 and biodiesel to 0.6 EJ 
(17 billion litres). [1.1.5, 2.4, 3.4, 4.4, 5.4, 7.4] 

Of the approximate 300 GW of new electricity generating capacity added globally over the two-year period from 2008 
to 2009, 140 GW came from RE additions. Collectively, developing countries host 53% of global RE electricity genera-
tion capacity [1.1.5]. At the end of 2009, the use of RE in hot water/heating markets included modern biomass (270 
GWth), solar (180 GWth), and geothermal (60 GWth). The use of decentralized RE (excluding traditional biomass) in 
meeting rural energy needs at the household or village level has also increased, including hydropower stations, various 
modern biomass options, PV, wind or hybrid systems that combine multiple technologies. [1.1.5, 2.4, 3.4, 4.4, 5.4]

5 1 Exajoule = 1018 joules = 23.88 million tonnes of oil equivalent (Mtoe).

6 In addition to this 60% share of traditional biomass, there is biomass use estimated to amount to 20 to 40% not reported in offi cial primary 
energy databases, such as dung, unaccounted production of charcoal, illegal logging, fuelwood gathering, and agricultural residue use. [2.1, 2.5] 
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The global technical potential7 of RE sources will not limit continued growth in the use of RE. A wide range 
of estimates is provided in the literature, but studies have consistently found that the total global technical potential 
for RE is substantially higher than global energy demand (Figure SPM.4) [1.2.2, 10.3, Annex II]. The technical potential 
for solar energy is the highest among the RE sources, but substantial technical potential exists for all six RE sources. 
Even in regions with relatively low levels of technical potential for any individual RE source, there are typically sig-
nifi cant opportunities for increased deployment compared to current levels. [1.2.2, 2.2, 2.8, 3.2, 4.2, 5.2, 6.2, 6.4, 7.2, 
8.2, 8.3, 10.3] In the longer term and at higher deployment levels, however, technical potentials indicate a limit to the 

7 Defi nitions of technical potential often vary by study. ‘Technical potential’ is used in the SRREN as the amount of RE output obtainable by 
full implementation of demonstrated technologies or practices. No explicit reference to costs, barriers or policies is made. Technical potentials 
reported in the literature and assessed in the SRREN, however, may have taken into account practical constraints and when explicitly stated 
they are generally indicated in the underlying report. [Annex I]

Figure SPM.2 | Shares of energy sources in total global primary energy supply in 2008 (492 EJ). Modern biomass contributes 38% of the total biomass share. [Figure 1.10, 1.1.5] 

Note: Underlying data for fi gure have been converted to the ‘direct equivalent’ method of accounting for primary energy supply. [Box SPM.2, 1.1.9, Annex II.4]
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Box SPM.2 | Accounting for primary energy in the SRREN. 

There is no single, unambiguous accounting method for calculating primary energy from non-combustible energy sources such as non-
combustible RE sources and nuclear energy. The SRREN adopts the ‘direct equivalent’ method for accounting for primary energy supply. 
In this method, fossil fuels and bioenergy are accounted for based on their heating value while non-combustible energy sources, includ-
ing nuclear energy and all non-combustible RE, are accounted for based on the secondary energy that they produce. This may lead to an 
understatement of the contribution of non-combustible RE and nuclear compared to bioenergy and fossil fuels by a factor of roughly 1.2 
up to 3. The selection of the accounting method also impacts the relative shares of different individual energy sources. Comparisons in 
the data and fi gures presented in the SRREN between fossil fuels and bioenergy on the one hand, and non-combustible RE and nuclear 
energy on the other, refl ect this accounting method. [1.1.9, Annex II.4]



11

Summaries Summary for Policymakers

Biofuels (incl. Biogas)

Wind Energy

Geothermal Energy

Solar Thermal Energy

Municipal Solid Waste 
(Renewable Share)

Primary Solid Biomass
for Heat and Electricity 
Applications

Hydropower

G
lo

ba
l P

ri
m

ar
y 

En
er

gy
 S

up
pl

y 
[E

J/
yr

]

0

10

20

30

40

50

60

0

1

2

3

4

5

Solar PV Energy 

Ocean Energy

0.00

0.01

0.02

0.03

0.04

0.05

2008200620042002200019981996199419921990198819861984198219801978197619741972

Figure SPM.3 | Historical development of global primary energy supply from renewable energy from 1971 to 2008. [Figure 1.12, 1.1.5] 

Notes: Technologies are referenced to separate vertical units for display purposes only. Underlying data for fi gure has been converted to the ‘direct equivalent’ method of accounting 
for primary energy supply [Box SPM.2, 1.1.9, Annex II.4], except that the energy content of biofuels is reported in secondary energy terms (the primary biomass used to produce the 
biofuel would be higher due to conversion losses. [2.3, 2.4])

contribution of some individual RE technologies. Factors such as sustainability concerns [9.3], public acceptance [9.5], 
system integration and infrastructure constraints [8.2], or economic factors [10.3] may also limit deployment of RE 
technologies.
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Climate change will have impacts on the size and geographic distribution of the technical potential for RE 
sources, but research into the magnitude of these possible effects is nascent. Because RE sources are, in many 
cases, dependent on the climate, global climate change will affect the RE resource base, though the precise nature and 
magnitude of these impacts is uncertain. The future technical potential for bioenergy could be infl uenced by climate 
change through impacts on biomass production such as altered soil conditions, precipitation, crop productivity and 
other factors. The overall impact of a global mean temperature change of less than 2°C on the technical potential 
of bioenergy is expected to be relatively small on a global basis. However, considerable regional differences could 
be expected and uncertainties are larger and more diffi cult to assess compared to other RE options due to the large 
number of feedback mechanisms involved. [2.2, 2.6] For solar energy, though climate change is expected to infl uence 
the distribution and variability of cloud cover, the impact of these changes on overall technical potential is expected 
to be small [3.2].  For hydropower the overall impacts on the global technical potential is expected to be slightly posi-
tive. However, results also indicate the possibility of substantial variations across regions and even within countries. 
[5.2] Research to date suggests that climate change is not expected to greatly impact the global technical potential for 
wind energy development but changes in the regional distribution of the wind energy resource may be expected [7.2]. 
Climate change is not anticipated to have signifi cant impacts on the size or geographic distribution of geothermal or 
ocean energy resources. [4.2, 6.2] 

Figure SPM.4 | Ranges of global technical potentials of RE sources derived from studies presented in Chapters 2 through 7. Biomass and solar are shown as primary energy due to 
their multiple uses; note that the fi gure is presented in logarithmic scale due to the wide range of assessed data. [Figure 1.17, 1.2.3]  

Notes: Technical potentials reported here represent total worldwide potentials for annual RE supply and do not deduct any potential that is already being utilized. Note that RE elec-
tricity sources could also be used for heating applications, whereas biomass and solar resources are reported only in primary energy terms but could be used to meet various energy 
service needs. Ranges are based on various methods and apply to different future years; consequently, the resulting ranges are not strictly comparable across technologies. For the 
data behind Figure SPM.4 and additional notes that apply, see Chapter 1 Annex, Table A.1.1 (as well as the underlying chapters).  
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The levelized cost of energy8 for many RE technologies is currently higher than existing energy prices, 
though in various settings RE is already economically competitive. Ranges of recent levelized costs of energy for 
selected commercially available RE technologies are wide, depending on a number of factors including, but not limited 
to, technology characteristics, regional variations in cost and performance, and differing discount rates (Figure SPM.5). 
[1.3.2, 2.3, 2.7, 3.8, 4.8, 5.8, 6.7, 7.8, 10.5, Annex III] Some RE technologies are broadly competitive with existing 
market energy prices. Many of the other RE technologies can provide competitive energy services in certain circum-
stances, for example, in regions with favourable resource conditions or that lack the infrastructure for other low-cost 
energy supplies. In most regions of the world, policy measures are still required to ensure rapid deployment of many RE 
sources. [2.3, 2.7, 3.8, 4.7, 5.8, 6.7, 7.8, 10.5]

Monetizing the external costs of energy supply would improve the relative competitiveness of RE. The same applies if 
market prices increase due to other reasons (Figure SPM.5). [10.6] The levelized cost of energy for a technology is not 
the sole determinant of its value or economic competitiveness. The attractiveness of a specifi c energy supply option 
depends also on broader economic as well as environmental and social aspects, and the contribution that the technol-
ogy provides to meeting specifi c energy services (e.g., peak electricity demands) or imposes in the form of ancillary 
costs on the energy system (e.g., the costs of integration). [8.2, 9.3, 10.6] 

The cost of most RE technologies has declined and additional expected technical advances would result 
in further cost reductions. Signifi cant advances in RE technologies and associated long-term cost reductions have 
been demonstrated over the last decades, though periods of rising prices have sometimes been experienced (due 
to, for example, increasing demand for RE in excess of available supply) (Figure SPM.6). The contribution of differ-
ent drivers (e.g., R&D, economies of scale, deployment-oriented learning, and increased market competition among 
RE suppliers) is not always understood in detail. [2.7, 3.8, 7.8, 10.5] Further cost reductions are expected, resulting in 
greater potential deployment and consequent climate change mitigation. Examples of important areas of potential 
technological advancement include: new and improved feedstock production and supply systems, biofuels produced 
via new processes (also called next-generation or advanced biofuels, e.g., lignocellulosic) and advanced biorefi ning 
[2.6]; advanced PV and CSP technologies and manufacturing processes [3.7]; enhanced geothermal systems (EGS) [4.6]; 
multiple emerging ocean technologies [6.6]; and foundation and turbine designs for offshore wind energy [7.7]. Further 
cost reductions for hydropower are expected to be less signifi cant than some of the other RE technologies, but R&D 
opportunities exist to make hydropower projects technically feasible in a wider range of locations and to improve the 
technical performance of new and existing projects. [5.3, 5.7, 5.8]

A variety of technology-specifi c challenges (in addition to cost) may need to be addressed to enable RE 
to signifi cantly upscale its contribution to reducing GHG emissions. For the increased and sustainable use of 
bioenergy, proper design, implementation and monitoring of sustainability frameworks can minimize negative impacts 
and maximize benefi ts with regard to social, economic and environmental issues [SPM.5, 2.2, 2.5, 2.8]. For solar energy, 
regulatory and institutional barriers can impede deployment, as can integration and transmission issues [3.9]. For geo-
thermal energy, an important challenge would be to prove that enhanced geothermal systems (EGS) can be deployed 
economically, sustainably and widely [4.5, 4.6, 4.7, 4.8]. New hydropower projects can have ecological and social 
impacts that are very site specifi c, and increased deployment may require improved sustainability assessment tools, and 
regional and multi-party collaborations to address energy and water needs [5.6, 5.9, 5.10]. The deployment of ocean 
energy could benefi t from testing centres for demonstration projects, and from dedicated policies and regulations that 
encourage early deployment [6.4]. For wind energy, technical and institutional solutions to transmission constraints and 
operational integration concerns may be especially important, as might public acceptance issues relating primarily to 
landscape impacts. [7.5, 7.6, 7.9]

8 The levelized cost of energy represents the cost of an energy generating system over its lifetime; it is calculated as the per-unit price at which 
energy must be generated from a specifi c source over its lifetime to break even. It usually includes all private costs that accrue upstream in the 
value chain, but does not include the downstream cost of delivery to the fi nal customer; the cost of integration, or external environmental or 
other costs. Subsidies and tax credits are also not included.
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Figure SPM.5 | Range in recent levelized cost of energy for selected commercially available RE technologies in comparison to recent non-renewable energy costs.  Technology sub-
categories and discount rates were aggregated for this fi gure. For related fi gures with less or no such aggregation, see [1.3.2, 10.5, Annex III].
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based on recent crude oil spot prices of USD 40 to 130/barrel and corresponding diesel and gasoline costs, excluding taxes.
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Figure SPM.6 | Selected experience curves in logarithmic scale for (a) the price of silicon PV modules and onshore wind power plants per unit of capacity; and (b) the cost of 
sugarcane-based ethanol production [data from Figure 3.17, 3.8.3, Figure 7.20, 7.8.2, Figure 2.21, 2.7.2].

Notes: Depending on the setting, cost reductions may occur at various geographic scales. The country-level examples provided here derive from the published literature. No global 
dataset of wind power plant prices or costs is readily available. Reductions in the cost or price of a technology per unit of capacity understate reductions in the levelized cost of energy 
of that technology when performance improvements occur. [7.8.4, 10.5]
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4.  Integration into present and future energy systems

Various RE resources are already being successfully integrated into energy supply systems [8.2] and into 
end-use sectors [8.3] (Figure SPM.7). 

The characteristics of different RE sources can infl uence the scale of the integration challenge. Some RE 
resources are widely distributed geographically. Others, such as large-scale hydropower, can be more centralized but 
have integration options constrained by geographic location. Some RE resources are variable with limited predictability. 
Some have lower physical energy densities and different technical specifi cations from fossil fuels. Such characteristics 
can constrain ease of integration and invoke additional system costs particularly when reaching higher shares of RE. 
[8.2]

Integrating RE into most existing energy supply systems and end-use sectors at an accelerated rate—
leading to higher shares of RE—is technologically feasible, though will result in a number of additional 
challenges. Increased shares of RE are expected within an overall portfolio of low GHG emission technologies [10.3, 
Tables 10.4-10.6]. Whether for electricity, heating, cooling, gaseous fuels or liquid fuels, including integration directly 
into end-use sectors, the RE integration challenges are contextual and site specifi c and include the adjustment of exist-
ing energy supply systems. [8.2, 8.3]

The costs and challenges of integrating increasing shares of RE into an existing energy supply system 
depend on the current share of RE, the availability and characteristics of RE resources, the system character-
istics, and how the system evolves and develops in the future. 

• RE can be integrated into all types of electricity systems, from large inter-connected continental-scale grids [8.2.1] 
down to small stand-alone systems and individual buildings [8.2.5]. Relevant system characteristics include the 
generation mix and its fl exibility, network infrastructure, energy market designs and institutional rules, demand 
location, demand profi les, and control and communication capability. Wind, solar PV energy and CSP without 
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storage can be more diffi cult to integrate than dispatchable9 hydropower, bioenergy, CSP with storage and geother-
mal energy. 

 As the penetration of variable RE sources increases, maintaining system reliability may become more challenging 
and costly. Having a portfolio of complementary RE technologies is one solution to reduce the risks and costs of RE 
integration. Other solutions include the development of complementary fl exible generation and the more fl exible 
operation of existing schemes; improved short-term forecasting, system operation and planning tools; electricity 
demand that can respond in relation to supply availability; energy storage technologies (including storage-based 
hydropower); and modifi ed institutional arrangements. Electricity network transmission (including interconnections 
between systems) and/or distribution infrastructure may need to be strengthened and extended, partly because of 
the geographical distribution and fi xed remote locations of many RE resources. [8.2.1]

•  District heating systems can use low-temperature thermal RE inputs such as solar and geothermal heat, or biomass, 
including sources with few competing uses such as refuse-derived fuels. District cooling can make use of cold natu-
ral waterways. Thermal storage capability and fl exible cogeneration can overcome supply and demand variability 
challenges as well as provide demand response for electricity systems. [8.2.2]

9 Electricity plants that can schedule power generation as and when required are classed as dispatchable [8.2.1.1, Annex I]. Variable RE 
technologies are partially dispatchable (i.e., only when the RE resource is available). CSP plants are classifi ed as dispatchable when heat is 
stored for use at night or during periods of low sunshine.

Figure SPM.7 | Pathways for RE integration to provide energy services, either into energy supply systems or on-site for use by the end-use sectors. [Figure 8.1, 8.1] 
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•  In gas distribution grids, injecting biomethane, or in the future, RE-derived hydrogen and synthetic natural gas, can 
be achieved for a range of applications but successful integration requires that appropriate gas quality standards 
are met and pipelines upgraded where necessary. [8.2.3]

•  Liquid fuel systems can integrate biofuels for transport applications or for cooking and heating applications. Pure 
(100%) biofuels, or more usually those blended with petroleum-based fuels, usually need to meet technical stan-
dards consistent with vehicle engine fuel specifi cations. [8.2.4, 8.3.1] 

 
There are multiple pathways for increasing the shares of RE across all end-use sectors. The ease of integra-
tion varies depending on region, characteristics specifi c to the sector and the technology.

• For transport, liquid and gaseous biofuels are already and are expected to continue to be integrated into the fuel 
supply systems of a growing number of countries. Integration options may include decentralized on-site or central-
ized production of RE hydrogen for fuel cell vehicles and RE electricity for rail and electric vehicles [8.2.1, 8.2.3] 
depending on infrastructure and vehicle technology developments. [8.3.1] Future demand for electric vehicles could 
also enhance fl exible electricity generation systems. [8.2.1, 8.3.1]

•  In the building sector, RE technologies can be integrated into both new and existing structures to produce electric-
ity, heating and cooling. Supply of surplus energy may be possible, particularly for energy effi cient building designs. 
[8.3.2] In developing countries, the integration of RE supply systems is feasible for even modest dwellings. [8.3.2, 
9.3.2]

•  Agriculture as well as food and fi bre process industries often use biomass to meet direct heat and power demands 
on-site. They can also be net exporters of surplus fuels, heat, and electricity to adjacent supply systems. [8.3.3, 
8.3.4] Increasing the integration of RE for use by industries is an option in several sub-sectors, for example through 
electro-thermal technologies or, in the longer term, by using RE hydrogen. [8.3.3]

The costs associated with RE integration, whether for electricity, heating, cooling, gaseous or liquid fuels, 
are contextual, site-specifi c and generally diffi cult to determine. They may include additional costs for network 
infrastructure investment, system operation and losses, and other adjustments to the existing energy supply systems as 
needed. The available literature on integration costs is sparse and estimates are often lacking or vary widely.  

In order to accommodate high RE shares, energy systems will need to evolve and be adapted. [8.2, 8.3] 
Long-term integration efforts could include investment in enabling infrastructure; modifi cation of institutional and 
governance frameworks; attention to social aspects, markets and planning; and capacity building in anticipation of 
RE growth. [8.2, 8.3] Furthermore, integration of less mature technologies, including biofuels produced through new 
processes (also called advanced biofuels or next-generation biofuels), fuels generated from solar energy, solar cooling, 
ocean energy technologies, fuel cells and electric vehicles, will require continuing investments in research, development 
and demonstration (RD&D), capacity building and other supporting measures. [2.6, 3.7, 11.5, 11.6, 11.7]

RE could shape future energy supply and end-use systems, in particular for electricity, which is expected to attain higher 
shares of RE earlier than either the heat or transport fuel sectors at the global level [10.3]. Parallel developments in 
electric vehicles [8.3.1], increased heating and cooling using electricity (including heat pumps) [8.2.2, 8.3.2, 8.3.3], fl ex-
ible demand response services (including the use of smart meters) [8.2.1], energy storage and other technologies could 
be associated with this trend. 

As infrastructure and energy systems develop, in spite of the complexities, there are few, if any, funda-
mental technological limits to integrating a portfolio of RE technologies to meet a majority share of total 
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energy demand in locations where suitable RE resources exist or can be supplied. However, the actual rate 
of integration and the resulting shares of RE will be infl uenced by factors such as costs, policies, environ-
mental issues and social aspects. [8.2, 8.3, 9.3, 9.4, 10.2, 10.5]

5.  Renewable energy and sustainable development

Historically, economic development has been strongly correlated with increasing energy use and growth of 
GHG emissions, and RE can help decouple that correlation, contributing to sustainable development (SD). 
Though the exact contribution of RE to SD has to be evaluated in a country-specifi c context, RE offers the opportunity 
to contribute to social and economic development, energy access, secure energy supply, climate change mitigation, and 
the reduction of negative environmental and health impacts. [9.2] Providing access to modern energy services would 
support the achievement of the Millennium Development Goals. [9.2.2, 9.3.2] 

•  RE can contribute to social and economic development. Under favorable conditions, cost savings in compari-
son to non-RE use exist, in particular in remote and in poor rural areas lacking centralized energy access. [9.3.1, 
9.3.2.] Costs associated with energy imports can often be reduced through the deployment of domestic RE tech-
nologies that are already competitive. [9.3.3] RE can have a positive impact on job creation although the studies 
available differ with respect to the magnitude of net employment. [9.3.1] 

•  RE can help accelerate access to energy, particularly for the 1.4 billion people without access to electric-
ity and the additional 1.3 billion using traditional biomass. Basic levels of access to modern energy services 
can provide signifi cant benefi ts to a community or household. In many developing countries, decentralized grids 
based on RE and the inclusion of RE in centralized energy grids have expanded and improved energy access. In 
addition, non-electrical RE technologies also offer opportunities for modernization of energy services, for example, 
using solar energy for water heating and crop drying, biofuels for transportation, biogas and modern biomass for 
heating, cooling, cooking and lighting, and wind for water pumping. [9.3.2, 8.1] The number of people without 
access to modern energy services is expected to remain unchanged unless relevant domestic policies are imple-
mented, which may be supported or complemented by international assistance as appropriate. [9.3.2, 9.4.2]

•  RE options can contribute to a more secure energy supply, although specifi c challenges for integra-
tion must be considered. RE deployment might reduce vulnerability to supply disruption and market volatility if 
competition is increased and energy sources are diversifi ed. [9.3.3, 9.4.3] Scenario studies indicate that concerns 
regarding secure energy supply could continue in the future without technological improvements within the 
transport sector. [2.8, 9.4.1.1, 9.4.3.1, 10.3] The variable output profi les of some RE technologies often necessitate 
technical and institutional measures appropriate to local conditions to assure energy supply reliability. [8.2, 9.3.3]  

• In addition to reduced GHG emissions, RE technologies can provide other important environmental 
benefi ts. Maximizing these benefi ts depends on the specifi c technology, management, and site charac-
teristics associated with each RE project. 

• Lifecycle assessments (LCA) for electricity generation indicate that GHG emissions from RE technolo-
gies are, in general, signifi cantly lower than those associated with fossil fuel options, and in a range 
of conditions, less than fossil fuels employing CCS. The median values for all RE range from 4 to 46 g 
CO2eq/kWh while those for fossil fuels range from 469 to 1,001 g CO2eq/kWh (excluding land use change emis-
sions) (Figure SPM.8). 

• Most current bioenergy systems, including liquid biofuels, result in GHG emission reductions, and 
most biofuels produced through new processes (also called advanced biofuels or next-generation 
biofuels) could provide higher GHG mitigation. The GHG balance may be affected by land use 
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changes and corresponding emissions and removals. Bioenergy can lead to avoided GHG emissions from 
residues and wastes in landfi ll disposals and co-products; the combination of bioenergy with CCS may provide 
for further reductions (see Figure SPM.8). The GHG implications related to land management and land use 
changes in carbon stocks have considerable uncertainties. [2.2, 2.5, 9.3.4.1]

• The sustainability of bioenergy, in particular in terms of lifecycle GHG emissions, is infl uenced by 
land and biomass resource management practices. Changes in land and forest use or management that, 
according to a considerable number of studies, could be brought about directly or indirectly by biomass produc-
tion for use as fuels, power or heat, can decrease or increase terrestrial carbon stocks. The same studies also

Figure SPM.8 | Estimates of lifecycle GHG emissions (g CO2eq/kWh) for broad categories of electricity generation technologies, plus some technologies integrated with CCS. Land use-
related net changes in carbon stocks (mainly applicable to biopower and hydropower from reservoirs) and land management impacts are excluded; negative estimates10 for biopower 
are based on assumptions about avoided emissions from residues and wastes in landfi ll disposals and co-products. References and methods for the review are reported in Annex II. The 
number of estimates is greater than the number of references because many studies considered multiple scenarios. Numbers reported in parentheses pertain to additional references 
and estimates that evaluated technologies with CCS. Distributional information relates to estimates currently available in LCA literature, not necessarily to underlying theoretical or 
practical extrema, or the true central tendency when considering all deployment conditions. [Figure 9.8, 9.3.4.1]

10  ‘Negative estimates’ within the terminology of lifecycle assessments presented in the SRREN refer to avoided emissions. Unlike the case of bioen-
ergy combined with CCS, avoided emissions do not remove GHGs from the atmosphere.
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 show that indirect changes in terrestrial carbon stocks have considerable uncertainties, are not directly observa-
ble, are complex to model and are diffi cult to attribute to a single cause. Proper governance of land use, zoning, 
and choice of biomass production systems are key considerations for policy makers. [2.4.5, 2.5.1, 9.3.4, 9.4.4] 
Policies are in place that aim to ensure that the benefi ts from bioenergy, such as rural development, overall 
improvement of agricultural management and the contribution to climate change mitigation, are realized; their 
effectiveness has not been assessed. [2.2, 2.5, 2.8]

• RE technologies, in particular non-combustion based options, can offer benefi ts with respect to air 
pollution and related health concerns. [9.3.4.3, 9.4.4.1] Improving traditional biomass use can signifi cantly 
reduce local and indoor air pollution (alongside GHG emissions, deforestation and forest degradation) and 
lower associated health impacts, particularly for women and children in developing countries. [2.5.4, 9.3.4.4] 

• Water availability could infl uence choice of RE technology. Conventional water-cooled thermal power 
plants may be especially vulnerable to conditions of water scarcity and climate change. In areas where water 
scarcity is already a concern, non-thermal RE technologies or thermal RE technologies using dry cooling can pro-
vide energy services without additional stress on water resources. Hydropower and some bioenergy systems are 
dependent on water availability, and can either increase competition or mitigate water scarcity. Many impacts 
can be mitigated by siting considerations and integrated planning. [2.5.5.1, 5.10, 9.3.4.4] 

• Site-specifi c conditions will determine the degree to which RE technologies impact biodiversity. 
RE-specifi c impacts on biodiversity may be positive or negative. [2.5, 3.6, 4.5, 5.6, 6.5, , 9.3.4.6] 

• RE technologies have low fatality rates. Accident risks of RE technologies are not negligible, but their often 
decentralized structure strongly limits the potential for disastrous consequences in terms of fatalities. However, 
dams associated with some hydropower projects may create a specifi c risk depending on site-specifi c factors. 
[9.3.4.7] 

6.  Mitigation potentials and costs

A signifi cant increase in the deployment of RE by 2030, 2050 and beyond is indicated in the majority of 
the 164 scenarios reviewed in this Special Report.11 In 2008, total RE production was roughly 64 EJ/yr (12.9% of 
total primary energy supply) with more than 30 EJ/yr of this being traditional biomass. More than 50% of the scenarios 
project levels of RE deployment in 2050 of more than 173 EJ/yr reaching up to over 400 EJ/yr in some cases (Figure 
SPM.9). Given that traditional biomass use decreases in most scenarios, a corresponding increase in the production 
level of RE (excluding traditional biomass) anywhere from roughly three-fold to more than ten-fold is projected. The 
global primary energy supply share of RE differs substantially among the scenarios. More than half of the scenarios 
show a contribution from RE in excess of a 17% share of primary energy supply in 2030 rising to more than 27% in 
2050. The scenarios with the highest RE shares reach approximately 43% in 2030 and 77% in 2050. [10.2, 10.3]

RE can be expected to expand even under baseline scenarios. Most baseline scenarios show RE deployments 
signifi cantly above the 2008 level of 64 EJ/yr and up to 120 EJ/yr by 2030. By 2050, many baseline scenarios reach 
RE deployment levels of more than 100 EJ/yr and in some cases up to about 250 EJ/yr (Figure SPM.9). These baseline 
deployment levels result from a range of assumptions, including, for example, continued demand growth for energy 
services throughout the century, the ability of RE to contribute to increased energy access and the limited long-term 

11 For this purpose a review of 164 global scenarios from 16 different large-scale integrated models was conducted. Although the set of scenarios 
allows for a meaningful assessment of uncertainty, the reviewed 164 scenarios do not represent a fully random sample suitable for rigorous 
statistical analysis and do not represent always the full RE portfolio (e.g., so far ocean energy is only considered in a few scenarios) [10.2.2]. For 
more specifi c analysis, a subset of 4 illustrative scenarios from the set of 164 was used. They represent a span from a baseline scenario without 
specifi c mitigation targets to three scenarios representing different CO2 stabilization levels. [10.3]
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availability of fossil resources. Other assumptions (e.g., improved costs and performance of RE technologies) render RE 
technologies increasingly economically competitive in many applications even in the absence of climate policy. [10.2]

RE deployment signifi cantly increases in scenarios with low GHG stabilization concentrations. Low GHG stabi-
lization scenarios lead on average to higher RE deployment compared to the baseline. However, for any given long-term 
GHG concentration goal, the scenarios exhibit a wide range of RE deployment levels (Figure SPM.9). In scenarios that 
stabilize the atmospheric CO2 concentrations at a level of less than 440 ppm, the median RE deployment level in 2050 
is 248 EJ/yr (139 in 2030), with the highest levels reaching 428 EJ/yr by 2050 (252 in 2030). [10.2]   

Many combinations of low-carbon energy supply options and energy effi ciency improvements can con-
tribute to given low GHG concentration levels, with RE becoming the dominant low-carbon energy supply 
option by 2050 in the majority of scenarios. This wide range of results originates in assumptions about factors such 
as developments in RE technologies (including bioenergy with CCS) and their associated resource bases and costs; the 
comparative attractiveness of other mitigation options (e.g., end-use energy effi ciency, nuclear energy, fossil energy 
with CCS); patterns of consumption and production; fundamental drivers of energy services demand (including future 
population and economic growth); the ability to integrate variable RE sources into power grids; fossil fuel resources; 
specifi c policy approaches to mitigation; and emissions trajectories towards long-term concentration levels. [10.2]

Figure SPM.9 | Global RE primary energy supply (direct equivalent) from 164 long-term scenarios versus fossil and industrial CO2 emissions in 2030 and 2050. Colour coding is based 
on categories of atmospheric CO2 concentration stabilization levels that are defi ned consistently with those in the AR4. The panels to the right of the scatterplots show the deployment 
levels of RE in each of the atmospheric CO2 concentration categories. The thick black line corresponds to the median, the coloured box corresponds to the inter-quartile range (25th to 
75th percentile) and the ends of the white surrounding bars correspond to the total range across all reviewed scenarios. The grey crossed lines show the relationship in 2007. [Figure 
10.2, 10.2.2.2]

Notes: For data reporting reasons only 161 scenarios are included in the 2030 results shown here, as opposed to the full set of 164 scenarios. RE deployment levels below those of 
today are a result of model output and differences in the reporting of traditional biomass. For details on the use of the ‘direct equivalent’ method of accounting for primary energy 
supply and the implied care needed in the interpretation of scenario results, see Box SPM.2. Note that categories V and above are not included and category IV is extended to 600 
ppm from 570 ppm, because all stabilization scenarios lie below 600 ppm CO2 in 2100 and because the lowest baseline scenarios reach concentration levels of slightly more than 
600 ppm by 2100.
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The scenario review in this Special Report indicates that RE has a large potential to mitigate GHG emis-
sions. Four illustrative scenarios span a range of global cumulative CO2 savings between 2010 and 2050, from about 
220 to 560 Gt CO2 compared to about 1,530 Gt cumulative fossil and industrial CO2 emissions in the IEA World Energy 
Outlook 2009 Reference Scenario during the same period. The precise attribution of mitigation potentials to RE depends 
on the role scenarios attribute to specifi c mitigation technologies, on complex system behaviours and, in particular, on 
the energy sources that RE displaces. Therefore, attribution of precise mitigation potentials to RE should be viewed with 
appropriate caution. [10.2, 10.3, 10.4]

Scenarios generally indicate that growth in RE will be widespread around the world. Although the precise 
distribution of RE deployment among regions varies substantially across scenarios, the scenarios are largely consistent 
in indicating widespread growth in RE deployment around the globe. In addition, the total RE deployment is higher over 
the long term in the group of non-Annex I countries12 than in the group of Annex I countries in most scenarios (Figure 
SPM.10). [10.2, 10.3]

12 The terms ‘Annex I’ and ‘non-Annex I’ are categories of countries that derive from the United Nations Framework Convention on Climate 
Change (UNFCCC).

Figure SPM.10 | Global RE primary energy supply (direct equivalent) by source in the group of Annex I (AI) and the group of Non-Annex I (NAI) countries in 164 long-term scenarios 
by 2030 and 2050. The thick black line corresponds to the median, the coloured box corresponds to the inter-quartile range (25th to 75th percentile) and the ends of the white 
surrounding bars correspond to the total range across all reviewed scenarios. [Figure 10.8, 10.2.2.5]

Notes: For details on the use of the ‘direct equivalent’ method of accounting for primary energy supply and the implied care needed in the interpretation of scenario results, see Box 
SPM.2. More specifi cally, the ranges of secondary energy provided from bioenergy, wind energy and direct solar energy can be considered of comparable magnitude in their higher 
penetration scenarios in 2050. Ocean energy is not presented here as only very few scenarios consider this RE technology.

2030

AI NAI AI NAI AI NAI AI NAI AI NAI

[E
J/

yr
]

0

50

100

150

200

2050

[E
J/

yr
]

0

50

100

150

200

AI NAI AI NAI AI NAI AI NAI AI NAI

Bioenergy

Hydropower

Wind Energy

Direct Solar Energy

Geothermal Energy

Maximum 

75th 

Median

25th 

Minimum 



23

Summaries Summary for Policymakers

Scenarios do not indicate an obvious single dominant RE technology at a global level; in addition, the 
global overall technical potentials do not constrain the future contribution of RE. Although the contribution of 
RE technologies varies across scenarios, modern biomass, wind and direct solar commonly make up the largest contri-
butions of RE technologies to the energy system by 2050 (Figure SPM.11). All scenarios assessed confi rm that technical 
potentials will not be the limiting factors for the expansion of RE at a global scale. Despite signifi cant technological and 
regional differences, in the four illustrative scenarios less than 2.5% of the global available technical RE potential is 
used. [10.2, 10.3]
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Figure SPM.11 | Global primary energy supply (direct equivalent) of bioenergy, wind, direct solar, hydro, and geothermal energy in 164 long-term scenarios in 2030 and 2050, 
and grouped by different categories of atmospheric CO2 concentration level that are defi ned consistently with those in the AR4. The thick black line corresponds to the median, the 
coloured box corresponds to the inter-quartile range (25th to 75th percentile) and the ends of the white surrounding bars correspond to the total range across all reviewed scenarios. 
[Excerpt from Figure 10.9, 10.2.2.5] 

Notes: For details on the use of the ‘direct equivalent’ method of accounting for primary energy supply and the implied care needed in the interpretation of scenario results, see Box 
SPM.2. More specifi cally, the ranges of secondary energy provided from bioenergy, wind energy and direct solar energy can be considered of comparable magnitude in their higher 
penetration scenarios in 2050. Ocean energy is not presented here as only very few scenarios consider this RE technology. Note that categories V and above are not included and 
category IV is extended to 600 ppm from 570 ppm, because all stabilization scenarios lie below 600 ppm CO2 in 2100 and because the lowest baselines scenarios reach concentra-
tion levels of slightly more than 600 ppm by 2100.
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Individual studies indicate that if RE deployment is limited, mitigation costs increase and low GHG concen-
tration stabilizations may not be achieved. A number of studies have pursued scenario sensitivities that assume 
constraints on the deployment of individual mitigation options, including RE as well as nuclear and fossil energy with 
CCS. There is little agreement on the precise magnitude of the cost increase. [10.2]

A transition to a low-GHG economy with higher shares of RE would imply increasing investments in technol-
ogies and infrastructure. The four illustrative scenarios analyzed in detail in the SRREN estimate global cumulative RE 
investments (in the power generation sector only) ranging from USD2005 1,360 to 5,100 billion for the decade 2011 to 
2020, and from USD2005 1,490 to 7,180 billion for the decade 2021 to 2030. The lower values refer to the IEA World 
Energy Outlook 2009 Reference Scenario and the higher ones to a scenario that seeks to stabilize atmospheric CO2 
(only) concentration at 450 ppm. The annual averages of these investment needs are all smaller than 1% of the world’s 
gross domestic product (GDP). Beyond differences in the design of the models used to investigate these scenarios, 
the range can be explained mainly by differences in GHG concentrations assessed and constraints imposed on the set 
of admissible mitigation technologies. Increasing the installed capacity of RE power plants will reduce the amount of 
fossil and nuclear fuels that otherwise would be needed in order to meet a given electricity demand. In addition to 
investment, operation and maintenance (O&M) and (where applicable) feedstock costs related to RE power plants, any 
assessment of the overall economic burden that is associated with their application will have to consider avoided fuel 
and substituted investment costs as well. Even without taking the avoided costs into account, the lower range of the 
RE power investments discussed above is lower than the respective investments reported for 2009. The higher values of 
the annual averages of the RE power sector investment approximately correspond to a fi ve-fold increase in the current 
global investments in this fi eld. [10.5, 11.2.2]

7.  Policy, implementation and fi nancing

An increasing number and variety of RE policies—motivated by many factors—have driven escalated 
growth of RE technologies in recent years. [1.4, 11.2, 11.5, 11.6] Government policies play a crucial role in acceler-
ating the deployment of RE technologies. Energy access and social and economic development have been the primary 
drivers in most developing countries whereas secure energy supply and environmental concerns have been most 
important in developed countries [9.3, 11.3]. The focus of policies is broadening from a concentration primarily on RE 
electricity to include RE heating and cooling and transportation. [11.2, 11.5]

RE-specifi c policies for research, development, demonstration and deployment help to level the playing fi eld for RE. 
Policies include regulations such as feed-in-tariffs, quotas, priority grid access, building mandates, biofuel blending 
requirements, and bioenergy sustainability criteria. [2.4.5.2, 2.ES, TS.2.8.1] Other policy categories are fi scal incentives 
such as tax policies and direct government payments such as rebates and grants; and public fi nance mechanisms such 
as loans and guarantees. Wider policies aimed at reducing GHG emissions such as carbon pricing mechanisms may also 
support RE.  

Policies can be sector specifi c, can be implemented at the local, state/provincial, national and in some cases regional 
level, and can be complemented by bilateral, regional and international cooperation. [11.5]
Policies have promoted an increase in RE capacity installations by helping to overcome various barriers. [1.4, 
11.1, 11.4, 11.5, 11.6] Barriers to RE deployment include:

• Institutional and policy barriers related to existing industry, infrastructure and regulation of the energy system; 

•  Market failures, including non-internalized environmental and health costs, where applicable;
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•  Lack of general information and access to data relevant to the deployment of RE, and lack of technical and knowl-
edge capacity; and

•  Barriers related to societal and personal values and affecting the perception and acceptance of RE technologies. 
[1.4, 9.5.1, 9.5.2.1] 

Public R&D investments in RE technologies are most effective when complemented by other policy instru-
ments, particularly deployment policies that simultaneously enhance demand for new technologies. Together, 
R&D and deployment policies create a positive feedback cycle, inducing private sector investment. Enacting deployment 
policies early in the development of a given technology can accelerate learning by inducing private R&D, which in turn 
further reduces costs and provides additional incentives for using the technology. [11.5.2]

Some policies have been shown to be effective and effi cient in rapidly increasing RE deployment. However, 
there is no one-size-fi ts-all policy. Experience shows that different policies or combinations of policies can be more 
effective and effi cient depending on factors such as the level of technological maturity, affordable capital, ease of inte-
gration into the existing system and the local and national RE resource base. [11.5] 

•  Several studies have concluded that some feed in tariffs have been effective and effi cient at promoting RE elec-
tricity, mainly due to the combination of long-term fi xed price or premium payments, network connections, and 
guaranteed purchase of all RE electricity generated. Quota policies can be effective and effi cient if designed to 
reduce risk; for example, with long-term contracts. [11.5.4] 

•  An increasing number of governments are adopting fi scal incentives for RE heating and cooling. Obligations to 
use RE heat are gaining attention for their potential to encourage growth independent of public fi nancial support. 
[11.5.5]

•  In the transportation sector, RE fuel mandates or blending requirements are key drivers in the development of most 
modern biofuel industries. Other policies include direct government payments or tax reductions. Policies have infl u-
enced the development of an international biofuel trade. [11.5.6] 

The fl exibility to adjust as technologies, markets and other factors evolve is important. The details of design and imple-
mentation are critical in determining the effectiveness and effi ciency of a policy. [11.5]. Policy frameworks that are 
transparent and sustained can reduce investment risks and facilitate deployment of RE and the evolution of low-cost 
applications. [11.5, 11.6] 

‘Enabling’ policies support RE development and deployment. A favourable, or enabling, environment for RE 
can be created by addressing the possible interactions of a given policy with other RE policies as well as with energy 
and non-energy policies (e.g., those targeting agriculture, transportation, water management and urban planning); by 
easing the ability of RE developers to obtain fi nance and to successfully site a project; by removing barriers for access 
to networks and markets for RE installations and output; by increasing education and awareness through dedicated 
communication and dialogue initiatives; and by enabling technology transfer. In turn, the existence of an ‘enabling’ 
environment can increase the effi ciency and effectiveness of policies to promote RE. [9.5.1.1, 11.6]

Two separate market failures create the rationale for the additional support of innovative RE technologies 
that have high potential for technological development, even if an emission market (or GHG pricing policy 
in general) exists. The fi rst market failure refers to the external cost of GHG emissions. The second market failure is in 
the fi eld of innovation: if fi rms underestimate the future benefi ts of investments into learning RE technologies or if they 
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cannot appropriate these benefi ts, they will invest less than is optimal from a macroeconomic perspective. In addition 
to GHG pricing policies, RE-specifi c policies may be appropriate from an economic point of view if the related oppor-
tunities for technological development are to be addressed (or if other goals beyond climate mitigation are pursued). 
Potentially adverse consequences such as lock-in, carbon leakage and rebound effects should be taken into account in 
the design of a portfolio of policies. [11.1.1, 11.5.7.3] 

The literature indicates that long-term objectives for RE and fl exibility to learn from experience would be 
critical to achieve cost-effective and high penetrations of RE. This would require systematic development of 
policy frameworks that reduce risks and enable attractive returns that provide stability over a time frame relevant to 
the investment. An appropriate and reliable mix of policy instruments, including energy effi ciency policies, is even more 
important where energy infrastructure is still developing and energy demand is expected to increase in the future. [11.5, 
11.6, 11.7]

8.  Advancing knowledge about renewable energy

Enhanced scientifi c and engineering knowledge should lead to performance improvements and cost reductions in RE 
technologies. Additional knowledge related to RE and its role in GHG emissions reductions remains to be gained in a 
number of broad areas including: [for details, see Table 1.1]

•  Future cost and timing of RE deployment;

•  Realizable technical potential for RE at all geographical scales;

•  Technical and institutional challenges and costs of integrating diverse RE technologies into energy systems and 
markets;

•  Comprehensive assessments of socioeconomic and environmental aspects of RE and other energy technologies;

•  Opportunities for meeting the needs of developing countries with sustainable RE services; and

•  Policy, institutional and fi nancial mechanisms to enable cost-effective deployment of RE in a wide variety of 
contexts.

Knowledge about RE and its climate change mitigation potential continues to advance. The existing scientifi c knowl-
edge is signifi cant and can facilitate the decision-making process. [1.1.8] 
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1. Overview of Climate Change and 
Renewable Energy

1.1  Background

All societies requir e energy services to meet basic human needs (e.g., 
lighting, cooking, space comfort, mobility, communication) and to 
serve productive processes. For development to be sustainable, deliv-
ery of energy services needs to be secure and have low environmental 
impacts. Sustainable social and economic development requires assured 
and affordable access to the energy resources necessary to provide 
essential and sustainable energy services. This may mean the applica-
tion of different strategies at different stages of economic development. 
To be environmentally benign, energy services must be provided with 
low environmental impacts and low greenhouse gas (GHG) emissions. 
However, the IPCC Fourth Assessment Report (AR4) reported that fos-
sil fuels provided 85%1 of the total primary energy in 2004, which is 
the same value as in 2008. Furthermore, the combustion of fossil fuels 
accounted for 56.6% of all anthropogenic GHG emissions (CO2eq)2 in 
2004. [1.1.1, 9.2.1, 9.3.2, 9.6, 11.3] 

Renewable energy (RE) sources play a role in providing energy services 
in a sustainable manner and, in particular, in mitigating climate change. 
This Special Report on Renewable Energy Sources and Climate Change 
Mitigation explores the current contribution and potential of RE sources 
to provide energy services for a sustainable social and economic devel-
opment path. It includes assessments of available RE resources and 
technologies, costs and co-benefi ts, barriers to up-scaling and integra-
tion requirements, future scenarios and policy options. In particular, it 
provides information for policymakers, the private sector and civil soci-
ety on: 

•  Identifi cation of RE resources and available technologies and 
impacts of climate change on these resources [Chapters 2–7];

•  Technology and market status, future developments and projected 
rates of deployment [Chapters 2–7,10];

•  Options and constraints for integration into the energy supply system 
and other markets, including energy storage, modes of transmission, 
integration into existing systems and other options [Chapter 8];

•  Linkages among RE growth, opportunities and sustainable develop-
ment [Chapter 9]; 

•  Impacts on secure energy supply [Chapter 9];
•  Economic and environmental costs, benefi ts, risks and impacts of 

deployment [Chapters 9, 10];

1 The number from AR4 is 80% and has been converted from the physical content 
method for energy accounting to the direct equivalent method as the latter method 
is used in this report. Please refer to Section 1.1.9 and Annex II (Section A.II.4) for 
methodological details.

2 The contributions from other  sources and/or gases are: CO2 from deforestation, 
decay of biomass etc. (17.3%), CO2 from other (2.8%), CH4 (14.3%), N2O (7.9%) 
and fl uorinated gases (1.1%).

•  Mitigation potential of RE resources [Chapter 10];
•  Scenarios that demonstrate how accelerated deployment might be 

achieved in a sustainable manner [Chapter 10];
•  Capacity building, technology transfer and fi nancing [Chapter 11]; 

and
•  Policy options, outcomes and conditions for effectiveness [Chapter 

11].

The report consists of 11 chapters. Chapter 1 sets the scene on RE and 
climate change; Chapters 2 through 7 provide information on six RE 
technologies while Chapters 8 through 11 deal with integrative issues 
(see Figure TS.1.1). The report communicates uncertainty where rel-
evant.3 This Technical Summary (TS) provides an overview of the report, 
summarizing the essential fi ndings.

While the TS generally follows the structure of the full report, refer-
ences to the various applicable chapters and sections are indicated 
with corresponding chapter and section numbers in square brackets. An 
explanation of terms, acronyms and chemical symbols used in the TS can 
be found in Annex I. Conventions and methodologies for determining 
costs, primary energy and other topics of analysis can be found in Annex 
II. Information on levelized costs of RE can be found in Annex III.

GHG emissions associated with the provision of energy services is a 
major cause of climate change. The AR4 concluded that “Most of the 
observed increase in global average temperature since the mid-20th 
century is very likely due to the observed increase in anthropogenic 
GHG (greenhouse gas) concentrations.” Concentrations have continued 
to grow since the AR4 to over 390 ppm CO2 or 39% above pre-industrial 
levels by the end of 2010. Since approximately 1850, global use of fossil 
fuels (coal, oil and gas) has increased to dominate energy supply, lead-
ing to a rapid growth in carbon dioxide (CO2) emissions [Figure 1.6]. The 
amount of carbon in fossil fuel reserves and resources not yet burned 
[Figure 1.7] has the potential to add quantities of CO2 to the atmo-
sphere—if burned over coming centuries—that would exceed the range 
of any scenario considered in the AR4 [Figure 1.5] or in Chapter 10 of 
this report. [1.1.3, 1.1.4]

Despite substantial associated decarbonization, the overwhelming 
majority of the non-intervention emission projections exhibit consider-
ably higher emissions in 2100 compared with those in 2000, implying 
rising GHG concentrations and, in turn, an increase in global mean tem-
peratures. To avoid such adverse impacts of climate change on water 
resources, ecosystems, food security, human health and coastal settle-
ments with potentially irreversible abrupt changes in the climate system, 

3 This report communicates uncertainty, for example, by showing the results of 
sensitivity analyses and by quantitatively presenting ranges in cost numbers as well 
as ranges in the scenario results. This report does not apply formal IPCC uncertainty 
terminology because at the time of the approval of this report, IPCC uncertainty 
guidance was in the process of being revised.
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Special Report on Renewable Energy Sources and Climate Change Mitigation

Figure TS.1.1 | Structure of the report. [Figure 1.1]

the Cancun Agreements call for limiting global average temperature 
rises to no more than 2°C above pre-industrial values, and agreed to 
consider limiting this rise to 1.5°C. In order to be confi dent of achieving 
an equilibrium temperature increase of only 2°C to 2.4°C, atmospheric 
GHG concentrations would need to be stabilized in the range of 445 
to 490 ppm CO2eq in the atmosphere. This in turn implies that global 
emissions of CO2 will need to decrease by 50 to 85% below 2000 lev-
els by 2050 and begin to decrease (instead of continuing their current 
increase) no later than 2015. [1.1.3]

To develop strategies for reducing CO2 emissions, the Kaya identity can 
be used to decompose energy-related CO2 emissions into four factors: 
1) population, 2) gross domestic product (GDP) per capita, 3) energy 
intensity (i.e., total primary energy supply (TPES) per GDP) and 4) carbon 
intensity (i.e., CO2 emissions per TPES). [1.1.4]

CO2 emissions = Population x (GDP/population) x (TPES/GDP) x (CO2/
TPES)

The annual change in these four components is illustrated in Figure 
TS.1.2. [1.1.4]

While GDP per capita and population growth had the largest effect on 
emissions growth in earlier decades, decreasing energy intensity signifi -
cantly slowed emissions growth in the period from 1971 to 2008. In the 
past, carbon intensity fell because of improvements in energy effi ciency 
and switching from coal to natural gas and the expansion of nuclear 

energy in the 1970s and 1980s that was particularly driven by Annex I 
countries.4 In recent years (2000 to 2007), increases in carbon intensity 
have been driven mainly by the expansion of coal use in both developed 
and developing countries, although coal and petroleum use have fallen 
slightly since 2007. In 2008 this trend was broken due to the fi nancial 
crisis. Since the early 2000s, the energy supply has become more carbon 
intensive, thereby amplifying the increase resulting from growth in GDP 
per capita. [1.1.4]

On a global basis, it is estimated that RE accounted for 12.9% of the 
492 EJ of total primary energy supply in 2008. The largest RE contributor 
was biomass (10.2%), with the majority (roughly 60%) of the biomass 
fuel used in traditional cooking and heating applications in developing 
countries but with rapidly increasing use of modern biomass as well.5 
Hydropower represented 2.3%, whereas other RE sources accounted for 
0.4%. (Figure TS.1.3). In 2008, RE contributed approximately 19% of 
global electricity supply (16% hydropower, 3% other RE). [1.1.5] 

Deployment of RE has been increasing rapidly in recent years. Under most 
conditions, increasing the share of RE in the energy mix will require poli-
cies to stimulate changes in the energy system. Government policy, the 
declining cost of many RE technologies, changes in the prices of fossil 

4 See Glossary (Annex I) for a defi nition of Annex I countries.

5 Not accounted for here or in offi cial databases is the estimated 20 to 40% of 
additional traditional biomass used in informal sectors. [2.1] 
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Figure TS.1.2 | Decomposition of (left) annual absolute change and (right) annual growth rate in global energy-related CO2 emissions by the factors in the Kaya identity; population 
(red), GDP per capita (orange), energy intensity (light blue) and carbon intensity (dark blue) from 1971 to 2008. The colours show the changes that would occur due to each factor 
alone, holding the respective other factors constant. Total annual changes are indicated by a black triangle. [Figure 1.8]

fuels and other factors have supported the continuing increase in the use 
of RE. While the RE share is still relatively small, its growth has acceler-
ated in recent years as shown in Figure TS.1.4. In 2009, despite global 
fi nancial challenges, RE capacity continued to grow rapidly, including 
wind power (32%, 38 GW added), hydropower (3%, 31 GW added), 
grid-connected photovoltaics (53%, 7.5 GW added), geothermal power 
(4%, 0.4 GW added), and solar hot water/heating (21%, 31 GWth added). 
Biofuels accounted for 2% of global road transport fuel demand in 2008 
and nearly 3% in 2009. The annual production of ethanol increased to 

1.6 EJ (76 billion litres) by the end of 2009 and biodiesel production 
increased to 0.6 EJ (17 billion litres). Of the approximate 300 GW of new 
electricity generating capacity added globally from 2008 to 2009, about 
140 GW came from RE additions. Collectively, developing countries host 
53% of global RE electricity generation capacity (including all sizes of 
hydropower), with China adding more RE power capacity than any other 
country in 2009. The USA and Brazil accounted for 54 and 35% of global 
bioethanol production in 2009, respectively, while China led in the use 
of solar hot water. At the end of 2009, the use of RE in hot water/heating 
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Figure TS.1.3 | Shares of energy sources in total global total primary energy supply in 2008 (492 EJ). Modern biomass contributes 38% of the total biomass share. [Figure 1.10]
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Figure TS.1.4 | Historical development of global primary energy supply from renewable energy from 1971 to  2008. [Figure 1.12]

Note: Technologies are referenced to separate vertical units for display purposes only. Underlying data for the fi gure has been converted to the ‘direct equivalent’ method of account-
ing for primary energy supply [1.1.9, Annex II.4], except that the energy content of biofuels is reported in secondary energy terms (the primary biomass used to produce the biofuel 
would be higher due to conversion losses [2.3, 2.4]).

markets included modern biomass (270 GWth), solar energy (180 GWth), 
and geothermal energy (60 GWth). The use of RE (excluding tradi-
tional biomass) in meeting rural energy needs has also increased, 

including small-scale hydropower stations, various modern bio-
mass options, and household or village photovoltaic (PV), wind or 
hybrid systems that combine multiple technologies. [1.1.5]
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There are multiple means for lowering GHG emissions from the 
energy system while still providing desired energy services. The 
AR4 identifi ed a number of ways to lower heat-trapping emis-
sions from energy sources while still providing energy services: 
[1.1.6]

•  Improve supply side effi ciency of energy conversion, transmission 
and distribution, including combined heat and power.

•  Improve demand side effi ciency in the respective sectors and 
applications (e.g., buildings, industrial and agricultural processes, 
transportation, heating, cooling and lighting).

•  Shift from high-GHG energy carriers such as coal and oil to lower-
GHG energy carriers such as natural gas, nuclear fuels and RE 
sources.

•  Utilize CO2 capture and storage (CCS) to prevent post-combustion 
or industrial process CO2 from entering the atmosphere. CCS has the 
potential for removing CO2 from the atmosphere when biomass is 
processed, for example, through combustion or fermentation.

•  Change behaviour to better manage energy use or to use fewer 
carbon- and energy-intensive goods and services.

The future share of RE applications will heavily depend on climate 
change mitigation goals, the level of requested energy services and 
resulting energy needs as well as their relative merit within the 

Climate Stabilization Goal

CO2 - Emissions Trajectory

Freely Emitting Fossil Fuels Zero- or Low-Carbon Energies: 
RE, Nuclear, CCS

Carbon Budget (Limit on 
Cumulative Emissions)

Share of Renewable Energies in the
Provision of Primary Energy Supply

Selection of a Portfolio According
to the Following Criteria:

•Economic Competition
•Environmental Impacts
  (Beyond Climate Change)
• Security Aspects
• Societal Aspects

“Scale”: Energy Services and Resulting Energy Needs

Energy Efficiency

Figure TS.1.5 | The role of renewable energies within the portfolio of zero- or low-carbon 
mitigation options (qualitative description). [Figure 1.14]

portfolio of zero- or low-carbon technologies (Figure TS.1.5). A com-
prehensive evaluation of any portfolio of mitigation options would 
involve an evaluation of their respective mitigation potential as well as 
all associated risks, costs and their contribution to sustainable devel-
opment. [1.1.6]

Setting a climate protection goal in terms of the admissible change 
in global mean temperature broadly defi nes a corresponding GHG 
concentration limit with an associated CO2 budget and subsequent 
time-dependent emission trajectory, which then defi nes the admissible 
amount of freely emitting fossil fuels. The complementary contribu-
tion of zero- or low-carbon energies to the primary energy supply 
is infl uenced by the ‘scale’ of the requested energy services. [1.1.6]

As many low-cost options to improve overall energy effi ciency are 
already part of the non-intervention scenarios, the additional oppor-
tunities to decrease energy intensity in order to mitigate climate 
change are limited. In order to achieve ambitious climate protection 
goals, energy effi ciency improvements alone do not suffi ce, requir-
ing additional zero- or low-carbon technologies. The contribution 
RE will provide within the portfolio of these low-carbon technolo-
gies heavily depends on the economic competition between these 
technologies, a comparison of the relative environmental burden 
(beyond climate change) associated with them, as well as security 
and societal aspects (Figure TS.1.5). [1.1.6]

The body of scientifi c knowledge on RE and on the possible contri-
bution of RE towards meeting GHG mitigation goals, as compiled 
and assessed in this report, is substantial. Nonetheless, due in part 
to the site-specifi c nature of RE, the diversity of RE technologies, 
the multiple end-use energy service needs that those technologies 
might serve, the range of markets and regulations governing inte-
gration, and the complexity of energy system transitions, knowledge 
about RE and its climate mitigation potential continues to advance. 
Additional knowledge remains to be gained in a number of broad 
areas related to RE and its possible role in GHG emissions reduc-
tions: [1.1.8]

• Future cost and timing of RE deployment;
•  Realizable technical potential for RE at all geographical scales;
•  Technical and institutional challenges and costs of integrating 

diverse RE technologies into energy systems and markets;
•  Comprehensive assessment of socioeconomic and environmental 

aspects of RE and other energy technologies;
•  Opportunities for meeting the needs of developing countries with 

sustainable RE services; and
•  Policy, institutional and fi nancial mechanisms to enable cost-

effective deployment of RE in a wide variety of contexts.

Though much is already known in each of these areas, as compiled in 
this report, additional research and experience would further reduce 
uncertainties and thus facilitate decision making related to the use of 
RE in the mitigation of climate change. [1.1.6]
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energy service needs. Figure TS.1.6 illustrates the multi-step conversion 
processes. [1.2.1] 

Since it is energy services and not energy that people need, the pro-
cess should be driven in an effi cient manner that requires less primary 
energy consumption with low-carbon technologies that minimize CO2 
emissions. Thermal conversion processes to produce electric  ity (includ-
ing biomass and geothermal) suffer losses of approximately 40 to 90%, 
and losses of around 80% occur when supplying the mechanical energy 
needed for transport based on internal combustion engines. These con-
version losses raise the share of primary energy from fossil fuels, and 
the primary energy required from fossil fuels to produce electricity and 
mechanical energy from heat. Direct energy conversions from solar PV, 
hydro, ocean and wind energy to electricity do not suffer thermody-
namic power cycle (heat to work) losses although they do experience 
other conversion ineffi ciencies in extracting energy from natural energy 
fl ows  that may also be relatively large and irreducible (chapters 2-7). 
[1.2.1]

Some RE technologies can be deployed at the point of use (decentral-
ized) in rural and urban environments, whereas others are primarily 
employed within large (centralized) energy networks. Though many 

1.2  Summary of renewable energy resources 
and potential

RE is any form of energy from solar, geophysical or biological sources 
that is replenished by natural processes at a rate that equals or exceeds 
its rate of use. RE is obtained from the continuing or repetitive fl ows 
of energy occurring in the natural environment and includes resources 
such as biomass, solar energy, geothermal heat, hydropower, tide and 
waves, ocean thermal energy and wind energy. However, it is possible 
to utilize biomass at a greater rate than it can grow or to draw heat 
from a geothermal fi eld at a faster rate than heat fl ows can replen-
ish it. On the other hand, the rate of utilization of direct solar energy 
has no bearing on the rate at which it reaches the Earth. Fossil fuels 
(coal, oil, natural gas) do not fall under this defi nition, as they are not 
replenished within a time frame that is short relative to their rate of 
utilization. [1.2.1] 

There is a multi-step process whereby primary energy is converted 
into an energy carrier, and then into an energy service. RE technolo-
gies are diverse and can serve the full range of energy service needs. 
Various types of RE can supply electricity, thermal energy and mechani-
cal energy, as well as produce fuels that are able to satisfy multiple 
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Energy Services
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Figure TS.1.6 | Illustrative paths of energy from source to service. All connected lines indicate possible energy pathways. The energy services delivered to the users can be provided 
with differing amounts of end-use energy. This in turn can be provided with more or less primary energy from different sources, and with differing emissions of CO2 and other envi-
ronmental impacts. [Figure 1.16]
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RE technologies are technically mature and are being deployed at sig-
nifi cant scale, others are in an earlier phase of technical maturity and 
commercial deployment. [1.2.1]

The theoretical potential for RE exceeds current and projected global 
energy demand by far, but the challenge is to capture and utilize a siz-
able share of that potential to provide the desired energy services in a 
cost-effective and environmentally sound manner. [1.2.2]

The global technical potential of RE sources will also not limit continued 
market growth. A wide range of estimates are provided in the litera-
ture but studies have consistently found that the total global technical 
potential for RE is substantially higher than both current and projected 
future global energy demand. The technical potential for solar energy is 
the highest among the RE sources, but substantial technical potential 
exists for all forms of RE. The absolute size of the global technical poten-
tial for RE as a whole is unlikely to constrain RE deployment. [1.2.3]

Figure TS.1.7 shows that the technical potential6 exceeds by a consider-
able margin the global electricity and heat demand, as well as the global 

6 See Annex I for a complete defi nition of technical potential.

primary energy supply, in 2008. While the fi gure provides a perspective 
for the reader to understand the relative sizes of the RE resources in the 
context of current energy demand and supply, note that the technical 
potentials are highly uncertain. Table A.1.1 in the Annex to Chapter 1 
includes more detailed notes and explanations. [1.2.3]

RE can be integrated into all types of electricity systems from large, 
interconnected continental-scale grids down to small autonomous 
buildings. Whether for electricity, heating, cooling, gaseous fuels or 
liquid fuels, RE integration is contextual, site specifi c and complex. 
Partially dispatchable wind and solar energy can be more diffi cult to 
integrate than fully dispatchable hydropower, bioenergy and geother-
mal energy. As the penetration of partially dispatchable RE electricity 
increases, maintaining system reliability becomes more challenging 
and costly. A portfolio of solutions to minimize the risks and costs of 
RE integration can include the development of complementary fl ex-
ible generation, strengthening and extending network infrastructure 
and interconnections, electricity demand that can respond in rela-
tion to supply availability, energy storage technologies (including 
reservoir-based hydropower), and modifi ed institutional arrangements 
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Notes: Technical potentials reported here represent total worldwide potentials for annual RE supply and do not deduct any potential that is already being utilized. Note that RE elec-
tricity sources could also be used for heating applications, whereas biomass and solar resources are reported only in primary energy terms but could be used to meet various energy 
service needs. Ranges are based on various methods and apply to different future years; consequently, the resulting ranges are not strictly comparable across technologies. For the data 
behind the fi gure and additional notes that apply, see Table A.1.1 (as well as the underlying chapters).
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including regulatory and market mechanisms. As the penetration level 
of RE increases, there is need for a mixture of inexpensive and effec-
tive communications systems and technologies, as well as smart meters. 
[1.2.4]

Energy services are the tasks performed using energy. A specifi c energy 
service can be provided in many ways and may therefore be characterized 
by high or low energy effi ciency, implying the release of relatively smaller 
or larger amounts of CO2 (under a given energy mix). Reducing energy 
needs at the energy services delivery stage through energy effi ciency is an 
important means of reducing primary energy demand. This is particularly 
important for RE sources since they usually have lower power densities 
than fossil or nuclear fuels. Effi ciency measures are often the lowest-cost 
option to reducing end-use energy demand. This report provides some 
specifi c defi nitions for different dimensions of effi ciency. [1.2.5]

Energy savings resulting from effi ciency measures are not always fully 
realized in practice. There may be a rebound effect in which some fraction 
of the measure is offset because the lower total cost of energy (due 
to less energy use) to perform a specifi c energy service may lead to 
utilization of more energy services. It is estimated that the rebound 
effect is probably limited by saturation effects to between 10 and 
30% for home heating and vehicle use in Organisation for Economic 
Co-operation and Development (OECD) countries, and is very small for 
more effi cient appliances and water heating. An effi ciency measure 
that is successful in lowering economy-wide energy demand, how-
ever, lowers the price of energy as well, leading in turn to a decrease 
in economy-wide energy costs and additional cost savings (lower 
energy prices and less energy use). It is expected that the rebound 
effect may be greater in developing countries and among poor con-
sumers. For climate change, the main concern with any rebound effect 
is its infl uence on CO2 emissions. [1.2.5]

Carbon leakage may also reduce the effectiveness of carbon reduc-
tion policies. If carbon reduction policies are not applied uniformly 
across sectors and political jurisdictions, then it may be possible for 
carbon emitting activities to move to a sector or country without such 
policies. Recent research suggests, however, that estimates of carbon 
leakage are too high. [1.2.5]

1.3 Meeting energy service needs and 
current status

Global renewable energy fl ows from primary energy through carriers to 
end uses and losses in 2008 are shown in Figure TS.1.8. [1.3.1]

Globally in 2008, around 56% of RE was used to supply heat in pri-
vate households and in the public and services sector. Essentially, this 
refers to wood and charcoal, widely used in developing countries for 
cooking. On the other hand, only a small amount of RE is used in the 
transport sector. Electricity production accounts for 24% of the end-use 

consumption. Biofuels contributed 2% of global road transport fuel sup-
ply in 2008, and traditional biomass (17%), modern biomass (8%), solar 
thermal and geothermal energy (2%) together fuelled 27% of the total 
global demand for heat in 2008. [1.3.1]

While the resource is obviously large and could theoretically supply all 
energy needs long into the future, the levelized cost of energy for many 
RE technologies is currently higher than existing energy prices, though 
in various settings RE is already economically competitive. Ranges of 
recent levelized costs of energy for selected commercially available RE 
technologies are wide, depending on a number of factors, including, but 
not limited to, technology characteristics and size, regional variations in 
cost and performance and differing discount rates (Figure TS.1.9). [1.3.2, 
2.3, 2.7, 3.8, 4.8, 5.8, 6.7, 7.8, 10.5, Annex III]

The cost of most RE technologies has declined and additional expected 
technical advances would result in further cost reductions. Such cost 
reductions as well as monetizing the external cost of energy supply would 
improve the relative competitiveness of RE. The same applies if market 
prices increase due to other reasons. [1.3.2, 2.6, 2.7, 3.7, 3.8, 4.6, 4.7, 5.3, 
5.7, 5.8, 6.6, 6.7, 7.7, 7.8, 10.5] 

The contribution of RE to primary energy supply varies substantially by 
country and region. The geographic distribution of RE manufacturing, use 
and export is now being diversifi ed from the developed world to other 
developing regions, notably Asia including China. In terms of installed 
renewable power capacity, China now leads the world followed by the 
USA, Germany, Spain and India. RE is more evenly distributed than fossil 
fuels and there are countries or regions rich in specifi c RE resources. [1.3.3]

1.4  Opportunities, barriers, and issues

The major global energy challenges are securing energy supply to meet 
growing demand, providing everybody with access to energy services 
and curbing energy’s contribution to climate change. For developing 
countries, especially the poorest, energy is needed to stimulate pro-
duction, income generation and social development, and to reduce 
the serious health problems caused by the use of fuel wood, charcoal, 
dung and agricultural waste. For industrialized countries, the primary 
reasons to encourage RE include emission reductions to mitigate cli-
mate change, secure energy supply concerns and employment creation. 
RE can open opportunities for addressing these multiple environmental, 
social and economic development dimensions, including adaptation to 
climate change. [1.4, 1.4.1]

Some form of renewable resource is available everywhere in the world, 
for example, solar radiation, wind, falling water, waves, tides and stored 
ocean heat or heat from the Earth. Furthermore, technologies exist that 
can harness these forms of energy. While the opportunities [1.4.1] seem 
great, there are barriers [1.4.2] and issues [1.4.3] that slow the introduc-
tion of RE into modern economies. [1.4]
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Opportunities can be defi ned as circumstances for action with the 
attribute of a chance character. In the policy context that could be the 
anticipation of additional benefi ts that may go along with the deploy-
ment of RE but that are not intentionally targeted. These include four 
major opportunity areas: social and economic development; energy 
access; energy security; and climate change mitigation and the reduc-
tion of environmental and health impacts. [1.4.1, 9.2–9.4]

Globally, per capita incomes as well as broader indicators such as 
the Human Development Index (HDI) are positively correlated with 
per capita energy use, and economic growth can be identifi ed as the 
most relevant factor behind increasing energy consumption in the last 
decades. Economic development has been associated with a shift from 
direct combustion of fuels to higher quality electricity. [1.4.1, 9.3.1] 

Particularly for developing countries, the link between social and eco-
nomic development and the need for modern energy services is evident. 
Access to clean and reliable energy constitutes an important prerequi-
site for fundamental determinants of human development, contributing, 
inter alia, to economic activity, income generation, poverty allevia-
tion, health, education and gender equality. Due to their decentralized 

nature, RE technologies can play an important role in fostering rural 
development. The creation of (new) employment opportunities is seen 
as a positive long-term effect of RE in both developed and developing 
countries. [1.4.1, 9.3.1.4, 11.3.4]

Access to modern energy services can be enhanced by RE. In 2008, 1.4 
billion people around the world lacked electricity, some 85% of them in 
rural areas, and the number of people relying on the traditional use of 
biomass for cooking is estimated to be 2.7 billion. In particular, reliance 
on RE in rural applications, use of locally produced bioenergy to pro-
duce electricity, and access to clean cooking facilities will contribute to 
attainment of universal access to modern energy services. The transition 
to modern energy access is referred to as moving up the energy ladder 
and implies a progression from traditional to more modern devices/fuels 
that are more environmentally benign and have fewer negative health 
impacts. This transition is infl uenced by income level. [1.4.1, 9.3.2]

Energy security concerns that may be characterized as availability and dis-
tribution of resources, as well as variability and reliability of energy supply, 
may also be enhanced by the deployment of RE. As RE technologies help 
to diversify the portfolio of energy sources and to reduce the economy’s 
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Figure TS.1.9 | (Preceding page) Range in recent levelized cost of energy for selected commercially available RE technologies in comparison to recent non-renewable energy costs. 
Technology subcategories and discount rates were aggregated for this fi gure. For related fi gures with less or no such aggregation, see [1.3.2, 10.5, Annex III]. Additional information 
concerning the cost of non-renewable energy supply options is given in [10.5]. [Figure 10.28]

Figure TS.1.10 | Illustrative system for energy production and use illustrating the role of RE along with other production options. A systemic approach is needed to conduct lifecycle 
assessments. [Figure 1.22]
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vulnerability to price volatility and redirect foreign exchange fl ows away 
from energy imports, they reduce social inequities in energy supply. Current 
energy supplies are dominated by fossil fuels (petroleum and natural gas) 
whose prices have been volatile with signifi cant implications for social, 
economic and environmental sustainability in the past decades, especially 
for developing countries and countries with high shares of imported fuels. 
[1.4.1, 9.2.2, 9.3.3, 9.4.3]

Climate change mitigation is one of the key driving forces behind a grow-
ing demand for RE technologies. In addition to reducing GHG emissions, RE 

technologies can also offer benefi ts with respect to air pollution and health 
compared to fossil fuels. However, to evaluate the overall burden from the 
energy system on the environment and society, and to identify potential 
trade-offs and synergies, environmental impacts apart from GHG emissions 
and categories have to be taken into account as well. The resource may 
also be affected by climate change. Lifecycle assessments facilitate a quan-
titative comparison of ‘cradle to grave’ emissions across different energy 
technologies. Figure TS.1.10 illustrates the lifecycle structure for CO2 emis-
sion analysis, and qualitatively indicates the relative GHG implications for 
RE, nuclear power and fossil fuels. [1.4.1, 9.2.2, 9.3.4, 11.3.1]
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Informational and awareness barriers include defi cient data about natu-
ral resources, often due to site-specifi city (e.g., local wind regimes), lack 
of skilled human resources (capacity) especially in rural areas of devel-
oping countries as well as the lack of public and institutional awareness. 
Socio-cultural barriers are intrinsically linked to societal and personal 
values and norms that affect the perception and acceptance of RE and 
may be slow to change. Institutional and policy barriers include existing 
industry, infrastructure and energy market regulation. Despite liberaliza-
tion of energy markets in several countries in the 1990s, current industry 
structures are still highly concentrated and regulations governing energy 
businesses in many countries are still designed around monopoly or 
near-monopoly providers. Technical regulations and standards have 
evolved under the assumption that energy systems are large and cen-
tralized, and of high power density and/or high voltage. Intellectual 
property rights, tariffs in international trade and lack of allocation of 
government fi nancial support may constitute further barriers. [1.4.2]

Issues are not readily amenable to policies and programmes. An issue is 
that the resource may be too small to be useful at a particular location 
or for a particular purpose. Some renewable resources such as wind and 
solar energy are variable and may not always be available for dispatch 
when needed. Furthermore, the energy density of many renewable 
sources is relatively low, so that their power levels may be insuffi cient 
on their own for some purposes such as very large-scale industrial facili-
ties. [1.4.3]

1.5 Role of policy, research and 
development, deployment and 
implementation strategies

An increasing number and variety of RE policies—motivated by a variety 
of factors—have driven escalated growth in RE technologies in recent 
years. For policymakers wishing to support the development and deploy-
ment of RE technologies for climate change mitigation goals, it is critical 
to consider the potential of RE to reduce emissions from a lifecycle per-
spective, as addressed in each technology chapter of this report. Various 
policies have been designed to address every stage of the development 
chain involving research and development (R&D), testing, deployment, 
commercialization, market preparation, market penetration, mainte-
nance and monitoring, as well as integration into the existing system. 
[1.4.1, 1.4.2, 9.3.4, 11.1.1, 11.2, 11.4, 11.5] 

Two key market failures are typically addressed: 1) the external cost of 
GHG emissions are not priced at an appropriate level; and 2) deploy-
ment of low-carbon technologies such as RE create benefi ts to society 
beyond those captured by the innovator, leading to under-investment in 
such efforts. [1.4, 1.5, 11.1, 11.4]

Policy- and decision-makers approach the market in a variety of ways. 
No globally-agreed list of RE policy options or groupings exists. For 

Traditional biomass use results in health impacts from the high con-
centrations of particulate matter and carbon monoxide, among other 
pollutants. In this context, non-combustion-based RE power genera-
tion technologies have the potential to signifi cantly reduce local and 
regional air pollution and lower associated health impacts compared 
to fossil-based power generation. Improving traditional biomass use 
can reduce negative sustainable development (SD) impacts, including 
local and indoor air pollution, GHG emissions, deforestation and forest 
degradation. [1.4.1, 2.5.4, 9.3.4, 9.3.4, 9.4.2]

Impacts on water resources from energy systems strongly depend on 
technology choice and local conditions. Electricity production with 
wind and solar PV, for example, requires very little water compared 
to thermal conversion technologies, and has no impacts on water 
or air quality. Limited water availability for cooling thermal power 
plants decreases their effi ciency, which can affect plants operating 
on coal, biomass, gas, nuclear and concentrating solar power. There 
have been signifi cant power reductions from nuclear and coal plants 
during drought conditions in the USA and France in recent years. 
Surface-mined coal in particular produces major alterations of land; 
coal mines can create acid mine drainage and the storage of coal 
ash can contaminate surface and ground waters. Oil production and 
transportation have led to signifi cant land and water spills. Most 
renewable technologies produce lower conventional air and water 
pollutants than fossil fuels, but may require large amounts of land 
as, for example, reservoir-based hydropower, wind and biofuels. Since 
a degree of climate change is now inevitable, adaptation to climate 
change is also an essential component of sustainable development. 
[1.4.1, 9.3.4] 

Barriers are defi ned in AR4 as “any obstacle to reaching a goal, adap-
tation or mitigation potential that can be overcome or attenuated by 
a policy programme or measure”. The various barriers to RE use can 
be categorized as market failures and economic barriers, informa-
tion and awareness barriers, socio-cultural barriers and institutional 
and policy barriers. Policies and fi nancing mechanisms to overcome 
those barriers are extensively assessed in Chapter 11. When a bar-
rier is particularly pertinent to a specifi c technology, it is examined in 
the appropriate ‘technology’ chapters of this report [Chapters 2–7]. 
A summary of barriers and potential policy instruments to overcome 
these barriers is shown in Table 1.5 of Chapter 1. Market failures are 
often due to external effects. These arise from a human activity, when 
agents responsible for the activity do not take full account of the activ-
ity’s impact on others. Another market failure is rent appropriation by 
monopolistic entities. In the case of RE deployment, these market fail-
ures may appear as underinvestment in invention and innovation in 
RE technologies, un-priced environmental impacts and risks of energy 
use as well as the occurrence of monopoly (one seller) or monop-
sony (one buyer) powers in energy markets. Other economic barriers 
include up-front investment cost and fi nancial risks, the latter some-
times due to immaturity of the technology. [1.4.2, 1.5, 11.4]
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the purpose of simplifi cation, R&D and deployment policies have been 
organized within the following categories in this report: [1.5.1, 11.5]

• Fiscal incentive: actors (individuals, households, companies) are 
granted a reduction of their contribution to the public treasury via 
income or other taxes;

• Public fi nance: public support for which a fi nancial return is ex-
pected (loans, equity) or fi nancial liability is incurred (guarantee); 
and

• Regulation: rule to guide or control conduct of those to whom it 
applies.

R&D, innovation, diffusion and deployment of new low-carbon technol-
ogies create benefi ts to society beyond those captured by the innovator, 
resulting in under-investment in such efforts. Thus, government R&D 
can play an important role in advancing RE technologies. Public R&D 
investments are most effective when complemented by other policy 
instruments, particularly RE deployment policies that simultaneously 
enhance demand for new RE technologies. [1.5.1, 11.5.2]

Some policy elements have been shown to be more effective and 
effi cient in rapidly increasing RE deployment, but there is no one-size-
fi ts-all policy. Experience shows that different policies or combinations 
of policies can be more effective and effi cient depending on factors 
such as the level of technological maturity, affordable capital, ease 
of integration into the existing system and the local and national RE 
resource base:

• Several studies have concluded that some feed-in tariffs have been 
effective and effi cient at promoting RE electricity, mainly due to 
the combination of long-term fi xed price or premium payments, 
network connections, and guaranteed purchase of all RE electricity 
generated. Quota policies can be effective and effi cient if designed 
to reduce risk; for example, with long-term contracts.

• An increasing number of governments are adopting fi scal incen-
tives for RE heating and cooling. Obligations to use RE heat are 
gaining attention for their potential to encourage growth indepen-
dent of public fi nancial support.

• In the transportation sector, RE fuel mandates or blending require-
ments are key drivers in the development of most modern biofuel 
industries. Other policies include direct government payments or 
tax reductions. Policies have infl uenced the development of an 
international biofuel and pellet trade.

One important challenge will be fi nding a way for RE and carbon-pricing 
policies to interact such that they take advantage of synergies rather 

than tradeoffs. In the long-term, support for technological learning in 
RE can help reduce costs of mitigation, and putting a price on carbon 
can increase the competitiveness of RE. [1.5.1, 11.1, 11.4, 11.5.7]

RE technologies can play a greater role if they are implemented in 
conjunction with ‘enabling’ policies. A favourable, or ‘enabling’, envi-
ronment for RE can be created by addressing the possible interactions 
of a given policy with other RE policies as well as with other non-RE 
policies and the existence of an ‘enabling’ environment can increase the 
effi ciency and effectiveness of policies to promote RE. Since all forms of 
RE capture and production involve spatial considerations, policies need 
to consider land use, employment, transportation, agricultural, water, 
food security and trade concerns, existing infrastructure and other sec-
toral specifi cs. Government policies that complement each other are 
more likely to be successful. [1.5.2, 11.6]

Advancing RE technologies in the electric power sector, for example, 
will require policies to address their integration into transmission and 
distribution systems both technically [Chapter 8] and institutionally 
[Chapter 11]. The grid must be able to handle both traditional, often 
more central, supply as well as modern RE supply, which is often vari-
able and distributed. [1.5.2, 11.6.5]

In the transport sector, infrastructure needs for biofuels, recharging 
hydrogen, battery or hybrid electric vehicles that are ‘fuelled’ by the 
electric grid or from off-grid renewable electrical production need to 
be addressed.

If decision makers intend to increase the share of RE and, at the same 
time, to meet ambitious climate mitigation targets, then long-standing 
commitments and fl exibility to learn from experience will be critical. To 
achieve international GHG concentration stabilization levels that incor-
porate high shares of RE, a structural shift in today’s energy systems 
will be required over the next few decades. The available time span is 
restricted to a few decades and RE must develop and integrate into a 
system constructed in the context of an existing energy structure that 
is very different from what might be required under higher-penetration 
RE futures. [1.5.3, 11.7]

A structural shift towards a world energy system that is mainly based 
on RE might begin with a prominent role for energy effi ciency in com-
bination with RE. Additional policies are required that extend beyond 
R&D to support technology deployment; the creation of an enabling 
environment that includes education and awareness raising; and the 
systematic development of integrative policies with broader sectors, 
including agriculture, transportation, water management and urban 
planning. The appropriate and reliable mix of instruments is even more 
important where energy infrastructure is not yet developed and energy 
demand is expected to increase signifi cantly in the future. [1.2.5, 1.5.3, 
11.7, 11.6, 11.7]
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2.  Bioenergy

2.1 Introduction to biomass and bioenergy

Bioenergy is embedded in complex ways in global biomass systems for 
food, fodder and fi bre production and for forest products as well as in 
wastes and residue management. Perhaps most importantly, bioenergy 
plays an intimate and critical role in the daily livelihoods of billions of 
people in developing countries. Figure TS.2.1 shows the types of biomass 
used for bioenergy in developing and developed countries. Expanding 
bioenergy production signifi cantly will require sophisticated land and 
water use management; global feedstock productivity increases for 

food, fodder, fi bre, forest products and energy; substantial conversion 
technology improvements; and a refi ned understanding of the complex 
social, energy and environmental interactions associated with bioenergy 
production and use.

In 2008, biomass provided about 10% (50.3 EJ/yr) of the global primary 
energy supply (see Table TS.2.1). Major biomass uses fall into two broad 
categories: 

• Low-effi ciency traditional biomass7 such as wood, straws, dung and 
other manures are used for cooking, lighting and space heating, 
generally by the poorer populations in developing countries. This 
biomass is mostly combusted, creating serious negative impacts 
on health and living conditions. Increasingly, charcoal is becoming 
secondary energy carrier in rural areas with opportunities to create 
productive chains. As an indicator of the magnitude of traditional 
biomass use, Figure TS.2.1(b) illustrates that the global primary 
energy supply from traditional biomass parallels the world’s indus-
trial wood production. [2.5.4, 2.3, 2.3.2.2, 2.4.2, 2.5.7] 

•  High-effi ciency modern bioenergy uses more convenient solids, 
liquids and gases as secondary energy carriers to generate heat, 
electricity, combined heat and power (CHP), and transport fuels for 
various sectors. Liquid biofuels include ethanol and biodiesel for global 
road transport and some industrial uses. Biomass derived gases, pri-
marily methane, from anaerobic digestion of agricultural residues and 
municipal solid waste (MSW) treatment are used to generate electricity, 
heat or both. The most important contribution to these energy services 
is based on solids, such as chips, pellets, recovered wood previously 
used and others. Heating includes space and hot water heating such as 
in district heating systems. The estimated total primary biomass supply 
for modern bioenergy is 11.3 EJ/yr and the secondary energy delivered 
to end-use consumers is roughly 6.6 EJ/yr. [2.3.2, 2.4, 2.4.6, 2.6.2] 

Additionally, the industry sector, such as the pulp and paper, forestry, and 
food industries, consumes approximately 7.7 EJ of biomass annually, pri-
marily as a source for industrial process steam. [2.7.2, 8.3.4] 

2.2 Bioenergy resource potential 

The inherent complexity of biomass resources makes the assessment of their 
combined technical potential controversial and diffi cult to characterize. 
Estimates in the literature range from zero technical potential (no biomass 
available for energy production) to a maximum theoretical potential of 

7 Traditional biomass is defi ned as biomass consumption in the residential sector in 
developing countries and refers to the often unsustainable use of wood, charcoal, 
agricultural residues and animal dung for cooking and heating. All other biomass 
use is defi ned as modern biomass; this report further differentiates between highly 
effi cient modern bioenergy and industrial bioenergy applications with varying 
degrees of effi ciency. [Annex I] The renewability and sustainability of biomass use is 
primarily discussed in Sections 2.5.4 and 2.5.5, respectively (see also Section 1.2.1 
and Annex I).

Figure TS.2.1 | (a) Shares of global primary biomass sources for energy; and (b) fuelwood 
used in developing countries parallels world industrial roundwood1 production levels. 
[Figure 2.1]

Note: 1. Roundwood products are saw logs and veneer logs for the forest products 
industry and wood chips that are used for making pulpwood used in paper, newsprint and 
Kraft paper. In 2009, refl ecting the downturn in the economy, there was a decline to 3.25 
(total) and 1.25 (industrial) billion m3.
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Table TS.2.1 | Examples of traditional and select modern biomass energy fl ows in 2008; see Table 2.1 for notes on specifi c fl ows and accounting challenges. [Table 2.1]

Type
Approximate Primary Energy 

(EJ/yr)
Approximate Average 

Effi ciency (%)
Approximate Secondary 

Energy (EJ/yr)

Traditional Biomass

Accounted for in IEA energy balance statistics 30.7
10–20

3–6

Estimated for informal sectors (e.g., charcoal) [2.1] 6–12 0.6–2.4

Total Traditional Biomass 37–43 3.6–8.4

Modern Bioenergy

Electricity and CHP from biomass, MSW, and biogas 4.0 32 1.3

Heat in residential, public/commercial buildings from solid biomass and biogas 4.2 80 3.4

Road Transport Fuels (ethanol and biodiesel) 3.1 60 1.9

Total Modern Bioenergy 11.3 58 6.6

about 1,500 EJ from global modelling efforts. Figure TS.2.2 presents a sum-
mary of technical potentials found in major studies, including data from 
the scenario analysis of Chapter 10. To put biomass technical potential for 
energy in perspective, global biomass used for energy currently amounts 
to approximately 50 EJ/yr and all harvested biomass used for food, fodder 
and fi bre, when expressed in a caloric equivalent, contains about 219 EJ/
yr (2000 data); nearly the entire current global biomass harvest would be 
required to achieve a 150 EJ/yr deployment level of bioenergy by 2050. 
[2.2.1]

An assessment of technical potential based on an analysis of the literature 
available in 2007 and additional modelling studies arrived at the conclusion 

that the upper bound of the technical potential in 2050 could amount to 
about 500 EJ, shown in the stacked bar of Figure TS.2.2. The study assumes 
policy frameworks that secure good governance of land use and major 
improvements in agricultural management and takes into account water 
limitations, biodiversity protection, soil degradation and competition 
with food. Residues originating from forestry, agriculture and organic 
wastes (including the organic fraction of MSW, dung, process residues, 
etc.) are estimated to amount to 40 to 170 EJ/yr, with a mean estimate 
of around 100 EJ/yr. This part of the technical potential is relatively cer-
tain, but competing applications may push net availability for energy 
applications to the lower end of the range. Surplus forestry products 
other than from forestry residues have an additional technical potential 
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Figure TS.2.2 | A summary of major 2050 projections of global terrestrial biomass technical potential for energy and possible deployment levels compared to 2008 global total primary 

energy and biomass supply as well as the equivalent energy of world total biomass harvest. [Figure 2.25]
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of about 60 to 100 EJ/yr. A lower estimate for energy crop production 
on possible surplus, good quality agricultural and pasture lands is 120 
EJ/yr. The potential contribution of water-scarce, marginal and degraded 
lands could amount to up to an additional 70 EJ/yr. This would comprise 
a large area where water scarcity imposes limitations and soil degrada-
tion is more severe. Assuming strong learning in agricultural technology 
for improvements in agricultural and livestock management would add 
140 EJ/yr. The three categories added together lead to a technical poten-
tial from this analysis of up to about 500 EJ/yr (Figure TS 2.2). 

Developing this technical potential would require major policy efforts, 
therefore, actual deployment would likely be lower and the biomass 
resource base will be largely constrained to a share of the biomass 
residues and organic wastes, some cultivation of bioenergy crops on 
marginal and degraded lands, and some regions where biomass is a 
cheaper energy supply option compared to the main reference options 
(e.g., sugarcane-based ethanol production). [2.2.2, 2.2.5, 2.8.3]

The expert review conclusions based on available scientifi c literature 
are: [2.2.2–2.2.4]

•  Important factors include (1) population and economic/technol-
ogy development, food, fodder and fi bre demand (including diets), 
and developments in agriculture and forestry; (2) climate change 
impacts on future land use including its adaptation capability; and 
(3) the extent of land degradation, water scarcity and biodiversity 
and nature conservation requirements. 

•  Residue fl ows in agriculture and forestry and unused (or extensively 
used thus becoming marginal/degraded) agricultural land are impor-
tant sources for expansion of biomass production for energy, both in 
the near- and longer term. Biodiversity-induced limitations and the 
need to ensure maintenance of healthy ecosystems and avoidance 
of soil degradation set limits on residue extraction in agriculture and 
forestry.

•  The cultivation of suitable plants (e.g., perennial crops or woody 
species) can allow for higher technical potentials by making it possi-
ble to produce bioenergy on lands less suited for conventional food 
crops—also when considering that the cultivation of conventional 
crops on such lands can lead to soil carbon emissions. 

•  Multi-functional land use systems with bioenergy production inte-
grated into agriculture and forestry systems could contribute to 
biodiversity conservation and help restore/maintain soil productivity 
and healthy ecosystems.

•  Regions experiencing water scarcity may have limited production. 
The possibility that conversion of lands to biomass plantations 
reduces downstream water availability needs to be considered. The 
use of suitable drought-tolerant energy crops can help adaptation in 
water-scarce situations. Assessments of biomass resource potentials 

need to more carefully consider constraints and opportunities in 
relation to water availability and competing uses.

Following the restrictions outlined above, the expert review concludes 
that potential deployment levels of biomass for energy by 2050 could 
be in the range of 100 to 300 EJ. However, there are large uncertain-
ties in this potential, such as market and policy conditions, and there 
is strong dependence on the rate of improvements in the agricultural 
sector for food, fodder and fi bre production and forest products. One 
example from the literature suggests that bioenergy can expand from 
around 100 EJ/yr in 2020 to 130 EJ/yr in 2030, and could reach 184 EJ/
yr in 2050. [2.2.1, 2.2.2, 2.2.5]

To reach the upper range of the expert review deployment level of 300 
EJ/yr (shown in Figure TS.2.2) would require major policy efforts, espe-
cially targeting improvements and effi ciency increases in the agricultural 
sector and good governance, such as zoning, of land use.

2.3  Bioenergy technology and applications

Commercial bioenergy technology applications include heat produc-
tion—with scales ranging from home cooking with stoves to large 
district heating systems; power generation from biomass via combus-
tion, CHP, or co-fi ring of biomass and fossil fuels; and fi rst-generation 
liquid biofuels from oil crops (biodiesel) and sugar and starch crops 
(ethanol) as shown in the solid lines of Figure TS.2.3. The fi gure also 
illustrates developing feedstocks (e.g., aquatic biomass), conversion 
routes and products.8 [2.3, 2.6, 2.7, 2.8] 

Section 2.3 addresses key issues related to biomass production and the 
logistics of supplying feedstocks to the users (individuals for traditional 
and modern biomass, fi rms that use and produce secondary energy 
products or, increasingly, an informal sector of production and distribu-
tion of charcoal). The conversion technologies that transform biomass to 
convenient secondary energy carriers use thermochemical, chemical or 
biochemical processes, and are summarized in Sections 2.3.1–2.3.3 and 
2.6.1–2.6.3. Chapter 8 addresses energy product integration with the 
existing and evolving energy systems. [2.3.1–2.3.3, 2.6.1–2.6.3]

2.4  Global and regional status of markets 
and industry deployment

A review of biomass markets and policy shows that bioenergy has seen 
rapid developments in recent years such as the use of modern biomass 
for liquid and gaseous energy carriers (an increase of 37% from 2006 
to 2009). Projections from the IEA, among others, count on biomass 
delivering a substantial increase in the share of RE, driven in some cases 
by national targets. International trade in biomass and biofuels has 

8 Biofuels produced via new processes are also called advanced or next-generation 
biofuels, e.g. lignocellulosic.
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also become much more important over recent years, with roughly 6% 
(reaching levels of up to 9% in 2008) of biofuels (ethanol and biodiesel 
only) traded internationally and one-third of all pellet production for 
energy use in 2009. The latter facilitated both increased utilization of 
biomass in regions where supplies were constrained as well as mobi-
lized resources from areas lacking demand. Nevertheless, many barriers 
remain in developing effective commodity trading of biomass and bio-
fuels that, at the same time, meets sustainability criteria. [2.4.1, 2.4.4]

In many countries, the policy context for bioenergy and, in particular, 
biofuels, has changed rapidly and dramatically in recent years. The 
debate surrounding biomass in the food versus fuel competition, and 
growing concerns about other confl icts, have resulted in a strong push 
for the development and implementation of sustainability criteria and 
frameworks as well as changes in target levels and schedules for bio-
energy and biofuels. Furthermore, support for advanced biorefi nery and 

Figure TS.2.3 | Schematic view of the variety of commercial (solid lines) and developing bioenergy routes (dotted lines) from biomass feedstocks through thermochemical, chemical, 
biochemical and biological conversion routes to heat, power, CHP and liquid or gaseous fuels. Commercial products are marked with an asterisk. [Figure 2.2, 2.1.1]

Notes: 1. Parts of each feedstock could be used in other routes. 2. Each route can also make coproducts. 3. Biomass upgrading includes densifi cation processes (such as pelletization, 
pyrolysis, torrefaction, etc.). 4. Anaerobic digestion processes to various gases which can be upgraded to biomethane, essentially methane, the major component of natural gas. 5. 
Could be other thermal processing routes such as hydrothermal, liquefaction, etc. Other chemical routes include aqueous phase reforming. DME=dimethyl ether. 
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next-generation biofuel9 options is driving bioenergy to be more sus-
tainable. [2.4.5] 

Persistent and stable policy support has been a key factor in building 
biomass production capacity and markets, requiring infrastructure and 
conversion capacity that gets more competitive over time. These condi-
tions have led to the success of the Brazilian programme to the point 
that ethanol production costs are now lower than those for gasoline. 
Sugarcane fi bre bagasse generates heat and electricity, with an energy 
portfolio mix that is substantially based on RE and that minimizes for-
eign oil imports. Sweden and Finland also have shown signifi cant growth 
in renewable electricity and in management of integrated resources, 
which steadily resulted in innovations such as industrial symbiosis of 
collocated industries. The USA has been able to quickly ramp up pro-
duction with alignment of national and sub-national policies for power 
in the 1980s to 1990s and for biofuels in the 1990s to the present, as 

9 Biofuels produced by new processes (e.g. from lignocellulosic biomass) are also 
called advanced biofuels.



50

Technical Summary Summaries

petroleum prices and instability in key producing countries increased 
and to foster rural development and a secure energy supply. [2.4.5] 

Countries differ in their priorities, approaches, technology choices and 
support schemes for further developing bioenergy. Market and policy 
complexities emerge when countries seek to balance specifi c priorities 
in agriculture and land use, energy policy and security, rural develop-
ment and environmental protection while considering their unique 
stage of development, geographic access to resources, and availability 
and costs of resources. [2.4.5, 2.4.7]

One overall trend is that as policies surrounding bioenergy and biofu-
els become more holistic, sustainability becomes a stronger criterion at 
the starting point. This is true for the EU, the USA and China, but also 
for many developing countries such as Mozambique and Tanzania. This 
is a positive development, but by no means settled. The registered 70 
initiatives worldwide by 2009 to develop and implement sustainability 
frameworks and certifi cation systems for bioenergy and biofuels, as well 
as agriculture and forestry, can lead to a fragmentation of efforts. The 
need for harmonization and international and multilateral collaboration 
and dialogue are widely stressed. [2.4.6, 2.4.7]

2.5  Environmental and social impacts

Bioenergy production has complex interactions with other social and 
environmental systems. Concerns—ranging from health and poverty to 
biodiversity and water scarcity and quality—vary depending upon many 
factors including local conditions, technology and feedstock choices, 
sustainability criteria design, and the design and implementation of spe-
cifi c projects. Perhaps most important is the overall management and 
governance of land use when biomass is produced for energy purposes 
on top of meeting food and other demands from agricultural, livestock 
and fi bre production. [2.5]

Direct land use change (dLUC) occurs when bioenergy feedstock produc-
tion modifi es an existing land use, resulting in a change in above- and 
below-ground carbon stocks. Indirect LUC (iLUC) occurs when a change 
in production level of an agricultural product (i.e., a reduction in food 
or feed production induced by agricultural land conversion to produce 
a bioenergy feedstock) leads to a market-mediated shift in land man-
agement activities (i.e., dLUC) outside the region of primary production 
expansion. iLUC is not directly observable and is complex to model and 
diffi cult to attribute to a single cause as multiple actors, industry, coun-
tries, policies and markets dynamically interact. [2.5.3, 9.3.4.1]

In cases where increases in land use due to biomass production for 
bioenergy are accompanied by improvements in agricultural manage-
ment (e.g., intensifi cation of perennial crop and livestock production 
in degraded lands), undesirable (i)LUC effects can be avoided. If left 
unmanaged, confl icts can emerge. The overall performance of bioenergy 
production systems is therefore interlinked with management of land 

and water resources use. Trade-offs between those dimensions exist and 
need to be managed through appropriate strategies and decision mak-
ing (Figure TS.2.4). [2.5.8] 

Most bioenergy systems can contribute to climate change mitigation if 
they replace traditional fossil fuel use and if the bioenergy production 
emissions are kept low. High nitrous oxide emissions from feedstock 
production and use of fossil fuels (especially coal) in the biomass con-
version process can strongly impact the GHG savings. Options to lower 
GHG emissions include best practices in fertilizer management, process 
integration to minimize losses, utilization of surplus heat, and use of 
biomass or other low-carbon energy sources as process fuel. However, 
the displacement effi ciency (GHG emissions relative to carbon in bio-
mass) can be low when additional biomass feedstock is used for process 
energy in the conversion process - unless the displaced energy is gener-
ated from coal. If the biomass feedstock can produce both liquid fuel 
and electricity, the displacement effi ciency can be high. [2.5.1–2.5.3]

There are different methods to evaluate the GHG emissions of key 
fi rst- and second-generation biofuel options. Well-managed bioenergy 
projects can reduce GHG emissions signifi cantly compared to fossil 
alternatives, especially for lignocellulosic biomass used in power gen-
eration and heat, and when that feedstock is commercially available. 
Advantages can be achieved by making appropriate use of agricultural 
residues and organic wastes, principally animal residues. Most current 
biofuel production systems have signifi cant reductions in GHG emissions 
relative to the fossil fuels displaced, if no iLUC effects are considered. 
Figure TS.2.5 shows a snapshot of the ranges of lifecycle GHG emissions 
associated with various energy generation technologies from modern 
biomass compared to the respective fossil reference systems commonly 
used in these sectors. Commercial chains such as biomass direct power, 
anaerobic digestion biogas to power, and very effi cient modern heat-
ing technologies are shown on the right side and provide signifi cant 
GHG savings compared to the fossil fuels. More details of the GHG 
meta-analysis study comparing multiple biomass electricity generating 
technologies are available in Figure 2.11, which shows that the majority 
of lifecycle GHG emission estimates cluster between about 16 and 74 
g CO2eq/kWh. 

The transport sector is addressed for today’s and tomorrow’s tech-
nologies. For light-duty vehicle applications, sugarcane today and 
lignocellulosic feedstocks in the medium term can provide signifi cant 
emissions savings relative to gasoline. In the case of diesel, the range 
of GHG emissions depends on the feedstock carbon footprint. Biogas-
derived biomethane also offers emission reductions (compared to 
natural gas) in the transport sector. [2.5.2, 9.3.4.1]

When land high in carbon (notably forests and especially drained peat 
soil forests) is converted to bioenergy production, upfront emissions may 
cause a time lag of decades to centuries before net emission savings 
are achieved. In contrast, the establishment of bioenergy plantations on 
marginal and degraded soils can lead to assimilation of CO2 into soils 



51

Summaries Technical Summary

Climate 
Change

Risks

1. Business as Usual

2. Un-Reconciled Growth
    and Environment

 • Food vs. Fuel 

1. Good Governance

 • Supportive Policies

2. Sustainable     
    Use of Resources

 • Ecosystems Services
Food, Fodder, Fibre, Fuel

Enablers

Micro Scale:
Agrobiodiversity

Meso Scale:
Ecological Services,
Agroecological Areas

Macro Scale:
Biodiversity

Energy

Land Use

Dynamic
Interactions
in Space & 

Time

Biomass &
Water

Figure TS.2.4 | The complex dynamic interactions among society, energy and the environment associated with bioenergy. Approaches of uncoordinated production of food and fuel 

that emerge in poor governance of land use are examples of business as usual practices. [Figure 2.15]

and aboveground biomass and when harvested for energy production 
it will replace fossil fuel use. Appropriate governance of land use (e.g., 
proper zoning) and choice of biomass production systems are crucial to 
achieve good performance. The use of post-consumer organic waste and 
by-products from the agricultural and forest industries does not cause 
LUC if these biomass sources were not utilized for alternative purposes. 
[2.5.3] 

Lignocellulosic feedstocks for bioenergy can decrease the pressure on 
prime cropland. Stimulating increased productivity in all forms of land 
use reduces the LUC pressure. [2.2.4.2, 2.5.2]

The assessment of available iLUC literature indicates that initial models 
were lacking in geographic resolution leading to higher proportions of 
assignments of land use to deforestation. While a 2008 study claimed an 
iLUC factor of 0.8 (losing 0.8 ha of forest land for each hectare of land 
used for bioenergy) later (2010) studies that coupled macro-economic 
to biophysical models reported a reduction to 0.15 to 0.3. Major factors 
are the rate of improvement in agricultural and livestock management 
and the rate of deployment of bioenergy production. The results from 
increased model sophistication and improved data on the actual dynam-
ics of land distribution in the major biofuel producing countries are 

leading to lower overall LUC impacts, but still with wide uncertainties. 
All studies acknowledge that land use management at large is a key. 
Research to improve LUC assessment methods and increase the avail-
ability and quality of information on current land use, bioenergy-derived 
products and other potential LUC drivers can facilitate evaluation and 
provide tools to mitigate the risk of bioenergy-induced LUC. [2.5.3, 
9.3.4.1]

Air pollution effects of bioenergy depend on both the bioenergy technol-
ogy (including pollution control technologies) and the displaced energy 
technology. Improved biomass cookstoves for traditional biomass use 
can provide large and cost-effective mitigation of GHG emissions with 
substantial co-benefi ts for the 2.7 billion people that rely on traditional 
biomass for cooking and heating in terms of health and quality of life. 
[2.5.4, 2.5.5]

Without proper management, increased biomass production could come 
with increased competition for water in critical areas, which is highly 
undesirable. Water is a critical issue that needs to be better analyzed at 
a regional level to understand the full impact of changes in vegetation 
and land use management. Recent studies indicate that considerable 
improvements can be made in water use effi ciency in conventional 
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agriculture, bioenergy crops and, depending on location and climate, 
perennial cropping systems by improving water retention and lowering 
direct evaporation from soils. [2.5.5, 2.5.5.1] 

Similar remarks can be made with respect to biodiversity, although 
more scientifi c uncertainty exists due to ongoing debates on methods 
of biodiversity impact assessment. Clearly, development of large-scale 
monocultures at the expense of natural areas is detrimental for biodi-
versity, as highlighted in the 2007 Convention on Biological Diversity. 
However, integrating different perennial grasses and woody crops into 
agricultural landscapes can also increase soil carbon and productivity, 
reduce shallow landslides and local ‘fl ash fl oods’, provide ecological 
corridors, reduce wind and water erosion and reduce sediment and 
nutrients transported into river systems. Forest biomass harvesting can 
improve conditions for replanting, improve productivity and growth of 
the remaining stand and reduce wildfi re risk. [2.5.5.3] 

Social impacts associated with large expansions in bioenergy produc-
tion are very complex and diffi cult to quantify. The demand for biofuels 
represents one driver of demand growth in the agricultural and forestry 

sectors and therefore contributes to global food price increases. Even 
considering the benefi t of increased prices to poor farmers, higher food 
prices adversely affect poverty levels, food security, and malnourishment 
of children. On the other hand, biofuels can also provide opportuni-
ties for developing countries to make progress in rural development 
and agricultural growth, especially when this growth is economically 
sustainable. In addition, expenditures on imported fossil fuels can be 
reduced. However, whether such benefi ts end up with rural farmers 
depends largely on the way production chains are organized and how 
land use is governed. [2.5.7.4–2.5.7.6, 9.3.4]

The development of sustainability frameworks and standards can reduce 
potential negative impacts associated with bioenergy production and 
lead to higher effi ciency than today’s systems. Bioenergy can contribute 
to climate change mitigation, a secure and diverse energy supply, and 
economic development in developed and developing countries alike, but 
the effects of bioenergy on environmental sustainability may be positive 
or negative depending upon local conditions, how criteria are defi ned, 
and how projects are designed and implemented, among many other 
factors. [2.4.5.2, 2.8.3, 2.5.8, 2.2.5, 9.3.4]
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Figure TS.2.5 | Ranges of GHG emissions per unit energy output (MJ) from major modern bioenergy chains compared to current and selected advanced fossil fuel energy systems 
(land use-related net changes in carbon stocks and land management impacts are excluded). Commercial and developing (e.g., algae biofuels, Fischer-Tropsch) systems for biomass and 
fossil technologies are illustrated. When CCS technologies are developed, capture and sequestration of biomass carbon emissions can compensate fossil fuel-based energy production 
emissions. [Figure 2.10]
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2.6  Prospects for technology   
improvement and integration

Further improvements in biomass feedstock production and conversion 
technologies are quite possible and necessary if bioenergy is to contrib-
ute to global energy supply to the degree refl ected in the high end of 
deployment levels shown in Figure TS.2.2. Increasing land productivity, 
whether for food or energy purposes, is a crucial prerequisite for real-
izing large-scale future deployment of biomass for energy since it would 
make more land available for growing biomass and reduce the asso-
ciated demand for land. In addition, multi-functional land and water 
use systems could develop with bioenergy and biorefi neries integrated 
into agricultural and forestry systems, contributing to biodiversity con-
servation and helping to restore/maintain soil productivity and healthy 
ecosystems. [2.6.1] 

Lignocellulosic feedstocks offer signifi cant promise because they 1) do 
not compete directly with food production, 2) can be bred specifi cally 
for energy purposes, enabling higher production per unit land area and 
a large market for energy products, 3) can be harvested as residues from 
crop production and other systems that increase land use effi ciency, and 
4) allow the integration of waste management operations with a variety 
of other industries offering prospects for industrial symbiosis at the local 
level. Literature on and investment trends in conversion technologies 
indicate that the industry is poised to increase product diversifi cation, 
as did the petroleum industry, with increased interest in the high energy 
density fuels for air transport, an application for which other non-carbon 
fuels have not been identifi ed. [2.6.4]

A new generation of aquatic feedstocks that produce algal lipids for die-
sel, jet fuels, or higher value products from CO2 and water with sunlight 
can provide strategies for lower land use impacts, as algae can grow in 
brackish waters, lands inappropriate for cultivation, and industrial waste 
water. Algal organisms can operate in the dark and metabolize sugars 
for fuels and chemicals. Many microbes could become microscopic fac-
tories to produce specifi c products, fuels and materials that decrease 
society’s dependence on fossil energy sources. [2.6.1.2, 2.7.3]

Although signifi cant technical progress has been made, the more 
complex processing required by solid lignocellulosic biomass and the 
integration of a number of new steps takes time and support to bring 
development through the ‘Valley of Death’ in demonstration plants, fi rst-
of-a-kind plants and early commercialization. Projected costs of biofuels 
from a wide range of sources and process variables are very sensitive 
to feedstock cost and range from USD2005 10 to 30/GJ. The US National 
Academies project a 40% reduction in operating costs for biochemical 
routes by 2035 to USD2005 12 to 15/GJ. [2.6.3, 2.6.4]

Biomass gasifi cation currently provides about 1.4 GWth in industrial 
applications, thermal applications and co-fi ring. Small-scale systems 
ranging from cooking stoves and anaerobic digestion systems to small 
gasifi ers have been improving in effi ciency over time. Many stakehold-
ers have had a special interest in integrated gasifi cation combined-cycle 

(IGCC) power plants that use bioenergy as a feedstock. These plants are 
projected to be more effi cient than traditional steam turbine systems 
but have not yet reached full commercialization. However, they also 
have the potential to be integrated into CCS systems more effectively. 
In addition to providing power, syngas from gasifi cation plants can be 
used to produce a wide range of fuels (methanol, ethanol, butanols and 
syndiesel) or can be used in a combined power and fuels approach. 
Technical and engineering challenges have so far prevented more rapid 
deployment of this technology option. Biomass to liquids conversion 
uses commercial technology developed for fossil fuels. Figure TS.2.5 
illustrates projected emissions from coal to liquid fuels and the offset-
ting emissions that biomass could offer all the way to removal of GHG 
from the atmosphere when coupled with CCS technologies. Gaseous 
products (hydrogen, methane, synthetic natural gas) have lower esti-
mated production costs and are in an early commercialization phase. 
[2.6.3, 2.6.4]

Pyrolysis and hydrothermal oils are low-cost transportable oils, used in 
heat or CHP applications and could become a feedstock for upgrading 
either in stand-alone facilities or coupled to a petrochemical refi nery. 
[2.3.4, 2.6.3, 2.6.4, 2.7.1]

The production of biogas from a variety of waste streams and its 
upgrading to biomethane is already penetrating small markets for 
multiple applications, including transport in small networks in Sweden 
and for heat and power in Nordic and European countries. A key factor 
is the combination of waste streams, including agriculture residues. 
Improved upgrading and reducing costs is also needed. [2.6.3, 2.6.4]

Many bioenergy/biofuels routes enable CCS with signifi cant 
opportunities for emissions reductions and sequestration. As CCS 
technologies are further developed and verifi ed, coupling fermenta-
tion with concentrated CO2 streams or IGCC offers opportunities to 
achieve carbon-neutral fuels, and in some cases negative net emis-
sions. Achieving this goal will be facilitated by well-designed systems 
that span biomass selection, feedstock supply system, conversion to 
a secondary energy carrier and integration of this carrier into the 
existing and future energy systems. [2.6.3, 2.6.4, 9.3.4] 

2.7  Current costs and trends

Biomass production, supply logistics, and conversion processes contrib-
ute to the cost of fi nal products. [2.3, 2.6, 2.7] 

The economics and yields of feedstocks vary widely across world regions 
and feedstock types with costs ranging from USD2005 0.9 to 16/GJ (data 
from 2005 to 2007). Feedstock production for bioenergy competes with 
the forestry and food sectors, but integrated production systems such as 
agro-forestry or mixed cropping may provide synergies along with addi-
tional environmental services. Handling and transport of biomass from 
production sites to conversion plants may contribute 20 to up to 50% 
of the total costs of bioenergy production. Factors such as scale increase 
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and technological innovations increase competition and contribute to a 
decrease in economic and energy costs of supply chains by more than 
50%. Densifi cation via pelletization or briquetting is required for trans-
portation distances over 50 km. [2.3.2, 2.6.2]

Several important bioenergy systems today, most notably sugarcane-
based ethanol and heat and power generation from residues and waste 
biomass, can be deployed competitively. [Tables 2.6, 2.7]

Based on a standardized methodology outlined in Annex II, and the cost 
and performance data summarized in Annex III, the estimated produc-
tion costs for commercial bioenergy systems at various scales and with 
some consideration of geographical regions are summarized in Figure 
TS.2.6. Values include production, supply logistics and conversion costs. 
[1.3.2, 2.7.2, 10.5.1, Annex II, Annex III] 

Costs vary by world regions, feedstock types, feedstock supply costs, 
the scale of bioenergy production, and production time during the year, 
which is often seasonal. Examples of estimated commercial bioenergy 
levelized10 cost ranges are roughly USD2005 2 to 48/GJ for liquid and gas-
eous biofuels; roughly 3.5 to 25 US cents2005/kWh (USD2005 10 to 50/
GJ) for electricity or CHP systems larger than about 2 MW (with feed 
stock costs of USD2005 3/GJ feed and a heat value of USD2005 5/GJ for 
steam or USD2005 12/GJ for hot water); and roughly USD2005 2 to 77/GJ for 
domestic or district heating systems with feedstock costs in the range of 
USD2005 0 to 20/GJ (solid waste to wood pellets). These calculations refer 
to 2005 to 2008 data and are in expressed USD2005 at a 7% discount 
rate. The cost ranges for biofuels in Figure TS.2.6 cover the Americas, 
India, China and European countries. For heating systems, the costs are 
primarily European and the electricity and CHP costs come from primar-
ily large user countries. [2.3.1–2.3.3, 2.7.2, Annex III] 

In the medium term, the performance of existing bioenergy technolo-
gies can still be improved considerably, while new technologies offer 
the prospect of more effi cient and competitive deployment of biomass 
for energy (and materials). Bioenergy systems, namely for ethanol and 
biopower production, show technological learning and related cost 
reductions with learning rates comparable to those of other RE technolo-
gies. This applies to cropping systems (following progress in agricultural 
management for sugarcane and maize), supply systems and logistics (as 
observed in Nordic countries and international logistics) and in conver-
sion (ethanol production, power generation and biogas) as shown in 
Table TS.2.2. 

Although not all bioenergy options discussed in Chapter 2 have been 
investigated in detail with respect to technological learning, several 
important bioenergy systems have reduced their cost and improved envi-
ronmental performance. However, they usually still require government 

10 As in the electricity production in CHP systems in which calculations assumed a 
value for the co-produced heat, for biofuels systems, there are cases in which two 
co-products are obtained; for instance, sugarcane to sugar, ethanol, and electricity. 
Sugar co-product revenue could be about US$2005 2.6/GJ and displace the ethanol 
cost by that amount.

subsidies provided for economic development (e.g., poverty reduction 
and a secure energy supply) and other country-specifi c reasons. For 
traditional biomass, charcoal made from biomass is a major fuel in 
developing countries, and should benefi t from the adoption of higher-
effi ciency kilns. [2.3, 2.6.1, 2.6.2, 2.6.3, 2.7.2, 10.4, 10.5]

The competitive production of bio-electricity (through methane or biofu-
els) depends on the integration with the end-use systems, performance 
of alternatives such as wind and solar energy, developing CCS technolo-
gies coupled with coal conversion, and nuclear energy. The implications 
of successful deployment of CCS in combination with biomass conver-
sion could result in removal of GHGs from the atmosphere and attractive 
mitigation cost levels but have so far received limited attention. [2.6.3.3, 
8.2.1, 8.2.3, 8.2.4, 8.3, 9.3.4]

Table TS.2.3 illustrates that costs for some key bioenergy technol-
ogy are expected to decline over the near- to mid-term. With respect 
to lignocellulosic biofuels, recent analyses have indicated that the 
improvement potential is large enough for competition with oil at 
prices of USD2005 60 to 80/barrel (USD2005 0.38 to 0.44/litre). Currently 
available scenario analyses indicate that if shorter-term R&D and 
market support is strong, technological progress could allow for 
their commercialization around 2020 (depending on oil and carbon 
prices). Some scenarios also indicate that this would mean a major 
shift in the deployment of biomass for energy, since competitive pro-
duction would decouple deployment from policy targets (mandates) 
and demand for biomass would move away from food crops to bio-
mass residues, forest biomass and perennial cropping systems. The 
implications of such a (rapid) shift are so far poorly studied. [2.8.4, 
2.4.3, 2.4.5] 

Lignocellulosic ethanol development and demonstration continues 
in several countries. A key development step is the pretreatment to 
overcome the recalcitrance of the cell wall of woody, herbaceous or 
agricultural residues to make carbohydrate polymers accessible to 
hydrolysis (e.g., by enzymes) and fermentation of sugars to ethanol 
(or butanol) and lignin for process heat or electricity. Alternatively, 
multiple steps can be combined and bio-processed with multiple 
organisms simultaneously. A review of progress in the enzymatic 
area suggests that a 40% reduction in cost could be expected by 
2030 from process improvements, which would bring down the esti-
mated cost of production from USD2005 18 to 22/GJ (pilot data) to 
USD 12 to 15/GJ, a competitive range. [2.6.3] 

Biomass pyrolysis routes and hydrothermal concepts are also devel-
oping in conjunction with the oil industry and have demonstrated 
technically that upgrading of oils to blendstocks of gasoline or diesel 
and even jet fuel quality products is possible. [2.6.3]

Photosynthetic organisms such as algae biologically produce (using CO2, 
water and sunlight) a variety of carbohydrates and lipids that can be 
used directly or for biofuels. These developments have signifi cant long-
term potential because algae photosynthetic effi ciency is much higher 
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Figure TS.2.6 | Typical recent levelized cost of energy services from commercially available bioenergy systems at a 7% discount rate, calculated over a year of feedstock costs, which differ 
between technologies. These costs do not include interest, taxes, depreciation and amortization. [Figure 2.18] Levelized costs of electricity (LCOE), heat (LCOH), fuels (LCOF), intermediate 
fuel (LCOIF), BFB: Bubbling Fluidized Bed, ORC: Organic Rankine Cycle and ICE: Internal Combustion Engine. For biofuels, the range of LCOF represents production in a wide range of 
countries whereas LCOE and LCOH are given only for major user markets of the technologies for which data were available. Calculations are based on High Heating Value.
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than that of oil crops. Potential bioenergy supplies from plants are very 
uncertain, but because their development can utilize brackish waters 
and heavily saline soils, their use is a strategy for low LUC impacts. 
[2.6.2, 3.3.5, 3.7.6] 

Data availability is limited with respect to production of biomaterials, 
while cost estimates for chemicals from biomass are rare in peer-
reviewed literature and future projections and learning rates even more 
so. This condition is linked, in part, to the fact that successful bio-based 
products are entering the market place either as partial components 
of otherwise fossil-derived products or as fully new synthetic polymers 
such as polylactides based on lactic acid derived from sugar fermen-
tation. In addition to producing biomaterials to replace fossil fuels, 
analyses indicate that cascaded use of biomaterials and subsequent use 

of waste material for energy can offer more effective and larger mitiga-
tion impacts per hectare or tonne of biomass used. [2.6.3.5]

2.8  Potential deployment levels

Between 1990 and 2008, bioenergy use increased at an average annual 
growth rate of 1.5% for solid biomass, while the more modern biomass 
use for secondary carriers such as liquid and gaseous forms increased at 
12.1 and 15.4% respectively. As a result, the share of biofuels in global 
road transport was 2% in 2008. The production of ethanol and biodiesel 
increased by 10 and 9%, respectively, in 2009, to 90 billion litres, such 
that biofuels contributed nearly 3% of global road transport in 2009, 
as oil demand decreased for the fi rst time since 1980. Government 
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policies in various countries led to a fi ve-fold increase in global bio-
fuels production from 2000 to 2008. Biomass and renewable waste 
power generation was 259 TWh (0.93 EJ) in 2007 and 267 TWh (0.96 
EJ) in 2008 representing 1% of the world’s electricity and a doubling 
since 1990 (from 131 TWh (0.47 EJ)). [2.4]

The expected continued deployment of biomass for energy in the 2020 
to 2050 time frame varies considerably between studies. A key mes-
sage from the review of available insights is that large-scale biomass 
deployment strongly depends on sustainable development of the 
resource base, governance of land use, development of infrastructure 
and cost reduction of key technologies, for example, effi cient and 
complete use of primary biomass for energy from the most promising 
fi rst-generation feedstocks and new-generation lignocellulosic bio-
mass. [2.4.3, 2.8]

The scenario results summarized in Figure TS.2.7 derive from a diver-
sity of modelling teams and a wide range of assumptions including 
energy demand growth, cost and availability of competing low-carbon 
technologies, and cost and availability of RE technologies. Traditional 
biomass use is projected to decline in most scenarios while the use 
of liquid biofuels, biogas and electricity and hydrogen produced from 
biomass tends to increase. Results for biomass deployment for energy 
under these scenarios for 2020, 2030 and 2050 are presented for 
three GHG stabilization ranges based on the AR4: Categories III and IV 
(440-600 ppm CO2), Categories I and II (<440 ppm CO2) and Baselines 
(>600 ppm CO2) all by 2100. [10.1–10.3]   

Global biomass deployment for energy is projected to increase with 
more ambitious GHG concentration stabilization levels indicating its 
long-term role in reducing global GHG emissions. Median levels are 75 

Table TS.2.3 | Projected production cost ranges for developing technologies. [Table 2.18] 

Selected Bioenergy Technologies Energy Sector (Electricity, Thermal, Transport)6 2020-2030 Projected Production Costs (USD2005/GJ) 

Integrated gasifi cation combined cycle 1 Electricity and/or transport 12.8–19.1 (4.6–6.9 cents/kWh) 

Oil plant-based renewable diesel and jet fuel Transport and electricity 15–30

Lignocellulose sugar-based biofuels2 

Transport

6–30

Lignocellulose syngas-based biofuels3 12–25 

Lignocellulose pyrolysis-based biofuels4 14–24 (fuel blend components)

Gaseous biofuels5 Thermal and transport 6–12 

Aquatic plant-derived fuels, chemicals Transport 30–140

Notes: 1. Feed cost USD2005 3.1/GJ, IGCC (future) 30 to 300 MW, 20-yr life, 10% discount rate. 2. Ethanol, butanols, microbial hydrocarbons and microbial hydrocarbons from sugar 
or starch crops or lignocellulose sugars. 3. Syndiesel, methanol and gasoline, etc.; syngas fermentation routes to ethanol. 4. Biomass pyrolysis and catalytic upgrading to gasoline and 
diesel blend components or to jet fuels. 5. Synfuel to synthetic natural gas, methane, dimethyl ether, hydrogen from biomass thermochemical and anaerobic digestion (larger scale). 
6. Several applications can be coupled with CCS when these technologies, including CCS, are mature and thus could remove GHG from the atmosphere.

Table TS.2.2 | Experience curves for major components of bioenergy systems and fi nal energy carriers expressed as reduction (%) in cost (or price) per doubling of cumulative 
production, the Learning Rate (LR); N: number of doublings of cumulative production; R2 is the correlation coeffi cient of the statistical data; O&M: Operations and Maintenance. 
[Table 2.17] 

Learning system LR (%) Time frame Region N R²

Feedstock production

Sugarcane (tonnes sugarcane)
Corn (tonnes corn)

32±1
45±1.6

1975–2005
1975–2005

Brazil
USA

2.9
1.6

0.81
0.87

Logistic chains

Forest wood chips (Sweden) 15–12 1975–2003 Sweden/Finland 9 0.87–0.93

Investment and O&M costs

CHP plants
Biogas plants
Ethanol production from sugarcane
Ethanol production from corn (only O&M costs)

19-25
12

19±0.5
13±0.15

1983–2002
1984–1998
1975–2003
1983–2005

Sweden

Brazil
USA

2.3
6

4.6
6.4

0.17–0.18
0.69
0.80
0.88

Final energy carriers

Ethanol from sugarcane

Ethanol from sugarcane
Ethanol from corn
Electricity from biomass CHP
Electricity from biomass
Biogas

7
29

20±0.5
18±0.2

9-8
15

0–15

1970–1985
1985–2002
1975–2003
1983–2005
1990–2002
Unknown

1984–2001

Brazil

Brazil
USA

Sweden
OECD

Denmark

~6.1
4.6
6.4
~9
N/A
~10

N/A
0.84
0.96

0.85–0.88
N/A
0.97
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to 85 EJ and 120 to 155 EJ for the two mitigation scenarios in 2030 
and 2050, respectively, almost two and three times the 2008 deploy-
ment level of 50 EJ. These deployment levels are similar to the expert 
review mid-range levels for 2050. Global biofuels production shown 
in Figure TS.2.7(b) for 2020 and 2030 are at fairly low levels, but most 
models lack a detailed description of different conversion pathways 
and related learning potential. [2.7.3] For the <440 ppm mitigation 
scenario, biofuels production reaches six (2030) and ten (2050) times 
the 2008 actual value of 2 EJ. [2.2.5, 2.8.2, 2.5.8, 2.8.3]

The sector-level penetration of bioenergy is best explained using a 
single model with detailed transport sector representation such as the 
2010 IEA World Energy Outlook (WEO) that also models both traditional 
and modern biomass applications and takes into account anticipated 
industrial and government investments and goals. This model projects 
very signifi cant increases in modern bioenergy and a decrease in tra-
ditional biomass use. These projections are in qualitative agreement 
with the results from Chapter 10. In 2030, for the WEO 450-ppm miti-
gation scenario, the IEA projects that 11% of global transport fuels will 
be provided by biofuels with second-generation biofuels contributing 
60% of the projected 12 EJ and half of this amount is projected to 
be supplied owing to continuation of current policies. Biomass and 
renewable wastes would supply 5% of the world’s electricity genera-
tion or 1,380 TWh/yr (5 EJ/yr) of which 555 TWh/yr (2 EJ/yr) are a result 
of the stringent climate mitigation strategy. Biomass industrial heat-
ing applications for process steam and space and hot water heating 
for buildings (3.3 EJ in 2008) would each double in absolute terms 
from 2008 levels. However, the total heating demand is projected to 
decrease because of assumed traditional biomass decline. Heating is 
seen as a key area for continued modern bioenergy growth. Biofuels 

Figure TS.2.7 | (a) The global primary energy supply from biomass in long-term scenarios for electricity, heat and biofuels, all accounted for as primary energy; and (b) global biofuels 
production in long-term scenarios reported in secondary energy terms. For comparison, the historical levels in 2008 are indicated in the small black arrows on the left axis. [Figure 2.23]
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are projected to mitigate 17% of road and 3% of air transport emis-
sions by 2030. [2.8.3]

2.8.1  Conclusions regarding deployment: Key 
 messages about bioenergy 

The long-term scenarios reviewed in Chapter 10 show increases in bioen-
ergy supply with increasingly ambitious GHG concentration stabilization 
levels, indicating that bioenergy could play a signifi cant long-term role 
in reducing global GHG emissions. [2.8.3] 

Bioenergy is currently the largest RE source and is likely to remain one of 
the largest RE sources for the fi rst half of this century. There is consider-
able growth potential, but it requires active development. [2.8.3]

• Assessments in the recent literature show that the technical poten-
tial of biomass for energy may be as large as 500 EJ/yr by 2050. 
However, large uncertainty exists about important factors such as 
market and policy conditions that affect this potential. [2.8.3] 

• The expert assessment in Chapter 2 suggests potential deployment 
levels by 2050 in the range of 100 to 300 EJ/yr. Realizing this poten-
tial represents a major challenge but would make a substantial 
contribution to the world’s primary energy demand in 2050—
roughly equal to the equivalent heat content of today’s worldwide 
biomass extraction in agriculture and forestry. [2.8.3] 

• Bioenergy has signifi cant potential to mitigate GHGs if resources 
are sustainably developed and effi cient technologies are applied. 
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Certain current systems and key future options, including peren-
nial crops, forest products and biomass residues and wastes, and 
advanced conversion technologies, can deliver signifi cant GHG 
mitigation performance—an 80 to 90% reduction compared to the 
fossil energy baseline. However, land conversion and forest manage-
ment that lead to a large loss of carbon stocks and iLUC effects can 
lessen, and in some cases more than neutralize, the net positive 
GHG mitigation impacts. [2.8.3]

• In order to achieve the high potential deployment levels of biomas 
for energy, increases in competing food and fi bre demand must be 
moderate, land must be properly managed and agricultural and for-
estry yields must increase substantially. Expansion of bioenergy in 
the absence of monitoring and good governance of land use carries 
the risk of signifi cant confl icts with respect to food supplies, water 
resources and biodiversity, as well as a risk of low GHG benefi ts. 
Conversely, implementation that follows effective sustainability 
frameworks could mitigate such confl icts and allow realization of 
positive outcomes, for example, in rural development, land ame-
lioration and climate change mitigation, including opportunities to 
combine adaptation measures. [2.8.3]

• The impacts and performance of biomass production and use are 
region- and site-specifi c. Therefore, as part of good governance of 

Figure TS.2.8 | Storylines for the key SRES scenario variables used to model biomass and bioenergy, the basis for the 2050 sketches adapted to this report and used to derive the 
stacked bar showing the biomass technical potential in Figure TS.2.2. [Figure 2.26]

Regionally OrientedGlobally Oriented

IPCC SRES Scenarios     Material/Economic

Environment/Social

Food Trade:
Meat Consumption:

Technology Development:
Food Crop Fertilization:
Crop Intensity Growth:

2050 Population (Billion):
2100 Population (Billion):

Relative 2100 GDP:

Food Trade:
Meat Consumption:

Technology Development:
Food Crop Fertilization:
Crop Intensity Growth:

2050 Population (Billion):
2100 Population (Billion):

Relative 2100 GDP:

Very Low
Low
Low
Low
Low
9.4

10.4
44%

Low
High
Low
High
Low
11.3
15.1
46%

Maximal High 
High 
High 

Very High 
High
8.7 
7.1

100%

High 
Low
High 
Low
High
8.7 
7.1

61%

(B1)

Future world convergent in 
global population, with 
rapid change in economic 
structures toward a service 
and information economy, 
low material intensity, and 
clean and resource efficient 
technologies.

(B2)

World emphasis is on local 
solutions to economic, 
social and environmental 
sustainability. Less rapid 
and more diverse 
technological change.

(A1)

Future world of very rapid 
economic growth, global 
population peaks in 
mid-century and declines 
thereafter, and introduces 
rapidly new and more 
efficient technologies.

(A2)

Very heterogeneous future 
world characterized by self 
reliance and preservation 
of local identities. 
Fragmented and slower 
technological change.

land use and rural development, bioenergy policies need to consider 
regional conditions and priorities along with the agricultural (crops 
and livestock) and forestry sectors. Biomass resource potentials are 
infl uenced by and interact with climate change impacts but the 
specifi c impacts are still poorly understood; there will be strong 
regional differences in this respect. Bioenergy and new (perennial) 
cropping systems also offer opportunities to combine adaptation 
measures (e.g., soil protection, water retention and modernization 
of agriculture) with production of biomass resources. [2.8.3]

• Several important bioenergy options (i.e., sugarcane ethanol pro-
duction in Brazil, select waste-to-energy systems, effi cient biomass 
cookstoves, biomass-based CHP) are competitive today and can pro-
vide important synergies with longer-term options. Lignocellulosic 
biofuels to replace gasoline, diesel and jet fuels, advanced bio-
electricity options, and biorefi nery concepts can offer competitive 
deployment of bioenergy for the 2020 to 2030 timeframe. Combining 
biomass conversion with CCS raises the possibility of achieving 
GHG removal from the atmosphere in the long term—a necessity 
for substantial GHG emission reductions. Advanced biomaterials 
are promising as well for economics of bioenergy production and 
mitigation, though the potential is less well understood as is the 
potential role of aquatic biomass (algae), which is highly uncertain. 
[2.8.3]
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• Rapidly changing policy contexts, recent market-based activities, 
the increasing support for advanced biorefi neries and lignocellulosic 
biofuel options, and in particular the development of sustainability 
criteria and frameworks, all have the potential to drive bioenergy 
systems and their deployment in sustainable directions. Achieving 
this goal will require sustained investments that reduce costs of 
key technologies, improved biomass production and supply infra-
structure, and implementation strategies that can gain public and 
political acceptance. [2.8.3]

In conclusion and for illustrating the interrelations between scenario 
variables (see Figure TS.2.8), key preconditions under which bioenergy 
production capacity is developed and what the resulting impacts may 
be, Figure TS.2.8 presents four different sketches for biomass deploy-
ment for energy at a global scale by 2050. The 100 to 300 EJ range that 
follows from the resource potential review delineates the lower and 
upper limit for deployment. The assumed storylines roughly follow the 
IPCC Special Report on Emissions Scenarios (SRES) defi nitions, applied 
to bioenergy and summarized in Figure TS.2.9 and which were also used 

Key Preconditions

• Well working sustainability frameworks and strong policies are implemented.
• Well developed bioenergy markets.
• Progressive technology development, e.g. biorefineries, new generation biofuels
   and multiple products, successful use of degraded lands.
• Developing countries succeed in transitioning to higher efficiency technologies
   and implement biorefineries at scales compatible with available resources.
• Satellite processing emerges. 

Key Impacts

• 35% biomass from residues and wastes, 25% from marginal/degraded lands
   and 40% from arable and pasture lands (˜3 and ˜1 million km2, respectively). 
• Moderate energy price (notably oil) due to strong increase of biomass and
   biofuels supply.
• Food and fuel conflicts largely avoided due to strong land-use planning and
   alignment of bioenergy production capacity with efficiency increases in 
   agriculture and livestock management.
• Soil quality and soil carbon improve and negative biodiversity impacts are
   minimised using diverse and mixed cropping systems.

Regionally OrientedGlobally Oriented
2050 Bioenergy

Storylines

Material/Economic

Environment/Social

(A1) ˜ 300 EJ/Poor Governance

Key Preconditions

• High energy demand results in high energy prices and drive strong
   biomass demand.
• Limited oversight on biomass production and use, largely driven by 
   market demand.
• Fully liberalized markets for bioenergy as well as in agriculture as a whole.
• Strong technology development leading to increased demand for biochemicals     
   and advanced transport fuels from biomass.

Key Impacts

• Production emphasis is on higher quality land, converted pastures, etc.
• Biomass produced and used in large scale operations, limiting small 
   farmers’ benefits.
• Large scale global trade and conversion capacity developed in major seaports.
• Competition with conventional agriculture for the better quality land, driving
   up food prices and increasing pressure on forest resources.
• GHG benefits overall but sub-optimal due to significant iLUC effects.

(A2) ˜ 100 EJ/Poor Governance

Key Preconditions

• High fossil fuel prices expected due to high demand and limited innovation,
   which pushes demand for biofuels use from an energy security perspective.
• Increased biomass demand directly affects food markets.

Key Impacts

• Increased biomass demand partly covered by residues and wastes, partly by
   annual crops.
• Additional crop demand leads to significant iLUC effects and
   biodiversity impacts.
• Overall increased food prices linked to high oil prices.
• Limited net GHG benefits.
• Sub-optimal socio-economic benefits.

(B2) ˜ 100 EJ/Good Governance

Key Preconditions

• Focus on smaller scale technologies, utilization of residues, waste streams and
   smaller scale cropping schemes (e.g. Jathropha) and a large array of specific 
   cropping schemes.
• International trade is constrained and trade barriers remain.
• Effective national policy frameworks control bioenergy deployment, put priority 
   on food and optimize biomass production and use for specific
   regional conditions.

Key Impacts

• Biomass comes from residues, organic wastes and cultivation on more
   marginal lands.
• Smaller scale bioenergy applications developed specially and used locally.
• Substantial benefits provided for rural economies in terms of employment and
   diversified energy sources providing services.
• Food, land-use and nature conservation conflicts are largely avoided.
• Significant GHG mitigation benefits are constrained by limited
   bioenergy deployment.
• Transport sector still uses a high share of petroleum to cover energy needs.

(B1) ˜ 300 EJ/Good Governance

Figure TS.2.9 | Possible futures for 2050 biomass deployment for energy: Four illustrative contrasting sketches describing key preconditions and impacts following world conditions 

typical of the IPCC SRES storylines summarized in Figure TS.2.8. [Figure 2.27]
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to derive the technical potential shown on the stacked bar of Figure 
TS.2.2. [2.8.3]

Biomass and its multiple energy products can be developed alongside 
food, fodder, fi bre and forest products in both sustainable and unsus-
tainable ways. As viewed through IPCC scenario storylines and 
sketches, high and low penetration levels can be reached with and 
without taking into account sustainable development and climate 
change mitigation pathways. Insights into bioenergy technology 
developments and integrated systems can be gleaned from these 
storylines. [2.8.3]  

3.  Direct Solar

3.1  Introduction

Direct solar energy technologies are diverse in nature. Responding 
to the various ways that humans use energy—such as heating, 
electricity, and fuels—they constitute a family of technologies. 
This summary focuses on four major types: 1) solar thermal, which 
includes both active and passive heating of buildings, domestic and 
commercial solar water heating, swimming pool heating and pro-
cess heat for industry; 2) photovoltaic (PV) electricity generation 
via direct conversion of sunlight to electricity by photovoltaic cells; 
3) concentrating solar power (CSP) electricity generation by optical 
concentration of solar energy to obtain high-temperature fl uids or 
materials to drive heat engines and electrical generators; and 4) 
solar fuels production methods, which use solar energy to produce 
useful fuels. [3.1]

The term ‘direct’ solar energy refers to the energy base for those RE 
technologies that draw on the Sun’s energy directly. Certain renew-
able technologies, such as wind and ocean thermal, use solar energy 
after it has been absorbed on the Earth and converted to other 
forms. (In the remainder of this section, the adjective ‘direct’ applied 
to solar energy will often be deleted as being understood.) [3.1]

3.2  Resource potential

Solar energy constitutes the thermal radiation emitted by the Sun’s 
outer layer. Just outside Earth’s atmosphere, this radiation, called solar 
irradiance, has a magnitude that averages 1,367 W/m2 for a surface per-
pendicular to the Sun’s rays. At ground level (generally specifi ed as sea 
level with the sun directly overhead), this irradiance is attenuated by the 
atmosphere to about 1,000 W/m2 in clear sky conditions within a few 
hours of noon—a condition called ‘full sun’. Outside the atmosphere, the 
Sun’s energy is carried in electromagnetic waves with wavelengths rang-
ing from about 0.25 to 3 µm. Part of the solar irradiance is contributed 

by rays arriving directly from the sun without being scattered in the 
atmosphere. This ‘beam’ irradiance, which is capable of being concen-
trated by mirrors and lenses, is most available in low cloud-cover areas. 
The remaining irradiance is called the diffuse irradiance. The sum of the 
beam and diffuse irradiance is called global solar irradiation. [3.2]

The theoretical solar energy potential, which indicates the amount of 
irradiance at the Earth’s surface (land and ocean) that is theoretically 
available for energy purposes, has been estimated at 3.9×106 EJ/yr. This 
number, clearly intended for illustrative purposes only, would require the 
full use of all available land and sea area at 100% conversion effi ciency. 
A more useful metric is the technical potential; this requires assessing 
the fraction of land that is of practical use for conversion devices using a 
more realistic conversion effi ciency. Estimates for solar energy’s techni-
cal potential range from 1,575 to 49,837 EJ/yr, that is, roughly 3 to 100 
times the world’s primary energy consumption in 2008. [3.2, 3.2.2] 

3.3  Technology and applications

Figure TS.3.1 illustrates the types of passive and active solar technologies 
currently in use to capture the Sun’s energy to provide both residential 
energy services and direct electricity. In this summary, only technologies 
for active heating and electricity are treated in depth. [3.3.1–3.3.4] 

Solar thermal: The key component in active solar thermal systems is 
the solar collector. A fl at-plate solar collector consists of a blackened 
plate with attached conduits, through which passes a fl uid to be heated. 
Flat-plate collectors may be classifi ed as follows: unglazed, which 
are suitable for delivering heat at temperatures a few degrees above 
ambient temperature; glazed, which have a sheet of glass or other 
transparent material placed parallel to the plate and spaced a few cen-
timetres above it, making it suitable for delivering heat at temperatures 
of about 30°C to 60°C; or evacuated, which are similar to glazed, but 
the space between the plate and the glass cover is evacuated, mak-
ing this type of collector suitable for delivering heat at temperatures of 
about 50°C to 120°C. To withstand the vacuum, the plates of an evacu-
ated collector are usually put inside glass tubes, which constitute both 
the collector’s glazing and its container. In the evacuated type, a special 
black coating called a ‘selective surface’ is put on the plate to help pre-
vent re-emission of the absorbed heat; such coatings are often used on 
the non-evacuated glazed type as well. Typical effi ciencies of solar col-
lectors used in their proper temperature range extend from about 40 to 
70% at full sun. [3.3.2.1]

Flat-plate collectors are commonly used to heat water for domestic and 
commercial use, but they can also be used in active solar heating to pro-
vide comfort heat for buildings. Solar cooling can be obtained by using 
solar collectors to provide heat to drive an absorption refrigeration 
cycle. Other applications for solar-derived heat are industrial process 
heat, agricultural applications such as drying of crops, and for cooking. 
Water tanks are the most commonly used items to store heat during 



61

Summaries Technical Summary

the day/night period or short periods of cloudy weather. Supplemented 
by other energy sources, these systems typically provide 40 to 80% of 
the demand for heat energy of the target application. [3.3.2.2–3.3.2.4] 

For passive solar heating, the building itself—particularly its windows—
acts as the solar collector, and natural methods are used to distribute 
and store the heat. The basic elements of passive heating architecture 

are high-effi ciency equatorial-facing windows and large internal thermal 
mass. The building must also be well insulated and incorporate methods 
such as shading devices to prevent it from overheating. Another feature 
of passive solar is ‘daylighting’, which incorporates special strategies 
to maximize the use of natural (solar) lighting in the building. Studies 
have shown that with current technology, using these strategies in new 
buildings in northern Europe or North America can reduce the building 
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Figure TS.3.1 | Selected examples of (top) solar thermal, both passive and active integrated into a building; (bottom left) a photovoltaic device schematic for direct solar to electricity 
conversion; and (bottom right) one common type of concentrating solar power technology, a trough collector. [Derived from Figures 3.2, 3.5, 3.7] 
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heating demands by as much as 40%. For existing, rather than new, 
buildings retrofi tted with passive heating concepts, reductions of as 
much as 20% are achievable. [3.3.1]

Photovoltaic electricity generation: A detailed description of how PV 
conversion works is available in many textbooks. In the simplest terms, 
a thin sheet of semiconductor material such as silicon is placed in the 
Sun. The sheet, known as a cell, consists of two distinct layers formed by 
introducing impurities into the silicon resulting in an n-type layer and a 
p-type layer that form a junction at the interface. Solar photons striking 
the cell generate electron-hole pairs that are separated spatially by an 
internal electric fi eld at the junction. This creates negative charges on 
one side of the interface and positive charges are on the other side. 
This resulting charge separation creates a voltage. When the two sides 
of the illuminated cell are connected to a load, current fl ows from one 
side of the device via the load to the other side of the cell generating 
electricity. [3.3.3] 

Various PV technologies have been developed in parallel. Commercially 
available PV technologies include wafer-based crystalline silicon PV, as 
well as the thin-fi lm technologies of copper indium/gallium disulfi de/(di)
selenide (CIGS), cadmium telluride (CdTe), thin-fi lm silicon (amorphous 
and microcrystalline silicon), and dye-sensitized solar cells. In addition, 
there are commercially available concentrating PV concepts, in which 
very high effi ciency cells (such as gallium arsenide (GaAs)-based materi-
als) are placed at the focus of concentrating mirrors or other collectors 
such as Fresnel lenses. Mono- and multi- crystalline (sometimes called 
“polycrystalline”) silicon wafer PV (including ribbon technologies) are 
the dominant technologies on the PV market, with a 2009 market share 
of about 80%. Peak effi ciencies achieved by various cell types include 
more than 40% for GaAs-based concentrator cells, about 25% for mono-
crystalline, 20% for multicrystalline and CIGS, 17% for CdTe, and about 
10% for amorphous silicon. Typically, groups of cells are mounted side 
by side under a transparent sheet (usually glass) and connected in series 
to form a ‘module’ with dimensions of up to 1 m by 1 m. In consider-
ing effi ciencies, it is important to distinguish between cell effi ciencies 
(quoted above) and module effi ciencies; the latter are typically 50 to 
80% of the former. Manufacturers continue to improve performance 
and reduce costs with automation, faster cell processing, and low-cost, 
high-throughput manufacturing. The performance of modules is typically 
guaranteed by manufacturers for 20 to 30 years. [3.3.3.1, 3.3.3.2]

The application of PV for useful power involves more than just the cells 
and modules; the PV system, for example, will often include an inverter 
to convert the DC power from the cells to AC power to be compatible 
with common networks and devices. For off-grid applications, the sys-
tem may include storage devices such as batteries. Work is ongoing to 
make these devices more reliable, reduce their cost, and extend their 
lifetime to be comparable with that of the modules. [3.3.3.4]

PV power systems are classifi ed as two major types: off-grid and grid-
connected. Grid-connected systems are themselves classifi ed into two 

types: distributed and centralized. The distributed system is made up of 
a large number of small local power plants, some of which supply the 
electricity mainly to an on-site customer, and the remaining electricity 
feeds the grid. The centralized system, on the other hand, works as one 
large power plant. Off-grid systems are typically dedicated to a single 
or small group of customers and generally require an electrical storage 
element or back-up power. These systems have signifi cant potential in 
non-electrifi ed areas. [3.3.3.5]

Concentrating solar power electricity generation: CSP technologies 
produce electricity by concentrating the Sun’s rays to heat a medium 
that is then used (either directly or indirectly) in a heat engine process 
(e.g., a steam turbine) to drive an electrical generator. CSP uses only the 
beam component of solar irradiation, and so its maximum benefi t tends 
to be restricted to a limited geographical range. The concentrator brings 
the solar rays to a point (point focus) when used in central-receiver or 
dish systems and to a line (line focus) when used in trough or linear 
Fresnel systems. (These same systems can also be used to drive thermo-
chemical processes for fuel production, as described below.) In trough 
concentrators, long rows of parabolic refl ectors that track the move-
ment of the Sun concentrate the solar irradiation on the order of 70 
to 100 times onto a heat-collection element (HCE) mounted along the 
refl ector’s focal line. The HCE comprises a blackened inner pipe (with 
a selective surface) and a glass outer tube, with an evacuated space 
between the two. In current commercial designs, a heat transfer oil is cir-
culated through the steel pipe where it is heated (to nearly 400°C), but 
systems using other heat transfer materials such as circulating molten 
salt or direct steam are currently being demonstrated. [3.3.4]

The second kind of line-focus system, the linear Fresnel system, uses 
long parallel mirror strips as the concentrator, again with a fi xed linear 
receiver. One of the two point-focus systems, the central-receiver (also 
called the ‘power tower’), uses an array of mirrors (heliostats) on the 
ground, each tracking the Sun on two axes so as to focus the Sun’s 
rays at a point on top of a tall tower. The focal point is directed onto a 
receiver, which comprises either a fi xed inverted cavity and/or tubes in 
which the heat transfer fl uid circulates. It can reach higher temperatures 
(up to 1,000°C) than the line-focus types, which allows the heat engine 
to convert (at least theoretically) more of the collected heat to power. 
In the second type of point-focus system, the dish concentrator, a single 
paraboloidal refl ector (as opposed to an array of refl ectors) tracking the 
sun on two axes is used for concentration. The dish focuses the solar 
rays onto a receiver that is not fi xed, but moves with the dish, being only 
about one dish diameter away. Temperatures on the receiver engine can 
reach as high as 900°C. In one popular realization of this concept, a 
Stirling engine driving an electrical generator is mounted at the focus. 
Stirling dish units are relatively small, typically producing 10 to 25 kW, 
but they can be aggregated in fi eld confi guration to realize a larger 
central station-like power output. [3.3.4]

The four different types of CSP plants have relative advantages and 
disadvantages. [3.3.4] All four have been built and demonstrated. An 



63

Summaries Technical Summary

important advantage of CSP technologies (except for dishes) is the abil-
ity to store thermal energy after it has been collected at the receiver and 
before going to the heat engine. Storage media considered include mol-
ten salt, pressurized air or steam accumulators (for short-term storage 
only), solid ceramic particles, high-temperature, phase-change materi-
als, graphite, and high-temperature concrete. Commercial CSP plants 
are being built with thermal storage capacities reaching 15 hours, allow-
ing CSP to offer dispatchable power. [3.3.4]

Solar fuel production: Solar fuel technologies convert solar energy 
into chemical fuels such as hydrogen, synthetic gas and liquids such 
as methanol and diesel. The three basic routes to solar fuels, which 
can work alone or in combination, are: (1) electrochemical; (2) photo-
chemical/photo-biological; and (3) thermo-chemical. In the fi rst route, 
hydrogen is produced by an electrolysis process driven by solar-derived 
electrical power that has been generated by a PV or CSP system. 
Electrolysis of water is an old and well-understood technology, typically 
achieving 70% conversion effi ciency from electricity to hydrogen. In the 
second route, solar photons are used to drive photochemical or photo-
biological reactions, the products of which are fuels: that is, they mimic 
what plants and organisms do. Alternatively, semiconductor material 
can be used as a solar light-absorbing anode in photoelectrochemical 
cells, which also generate hydrogen by water decomposition. In the third 
route, high-temperature solar-derived heat (such as that obtained at the 
receiver of a central-receiver CSP plant) is used to drive an endothermic 
chemical reaction that produces fuel. Here, the reactants can include 
combinations of water, CO2, coal, biomass and natural gas. The products, 
which constitute the solar fuels, can be any (or combinations) of the 
following: hydrogen, syngas, methanol, dimethyl ether and synthesis oil. 
When a fossil fuel is used as the reactant, overall calorifi c values of the 
products will exceed those of the reactants, so that less fossil fuel needs 
to be burned for the same energy release. Solar fuel can also be synthe-
sized from solar hydrogen and CO2 to produce hydrocarbons compatible 
with existing energy infrastructures. [3.3.5]

3.4  Global and regional status of  
 market and industry deployment

3.4.1  Installed capacity and generated energy

Solar thermal: Active solar heating and cooling technologies for 
residential and commercial buildings represent a mature market. This 
market, which is distributed to various degrees in most countries of the 
world, grew by 34.9% from 2007 to 2009 and continues to grow at a 
rate of about 16% per year. At the end of 2009, the global installed 
capacity of thermal power from these devices was estimated to be 180 
GWth. The global market for sales of active solar thermal systems reached 
an estimated 29.1 GWth in 2008 and 31 GWth in 2009. Glazed collectors 
comprise the majority of the world market. China accounted for 79% 
of the installation of glazed collectors in 2008, and the EU accounted 

for about 14.5%. In the USA and Canada, swimming pool heating is 
still the dominant application, with an installed capacity of 12.9 GWth 
of unglazed plastic collectors. Notably in 2008, China led the world in 
installed capacity of fl at-plate and evacuated-tube collectors with 88.7 
GWth. Europe had 20.9 GWth and Japan 4.4 GWth. In Europe, the market 
size more than tripled between 2002 and 2008. Despite these gains, 
solar thermal still accounts for only a relatively small portion of the 
demand for hot water in Europe. For example, in Germany, with the 
largest market, about 5% of one- and two-family homes are using solar 
thermal energy. One measure of the market penetration is the per capita 
annual usage of solar energy. The lead country in this regard is Cyprus, 
where the fi gure is 527 kWth per 1,000 people. Note that there is no 
available information on passive solar regarding the status of its market 
and its deployment by industry. Consequently, the preceding numbers 
refer only to active solar. [3.4.1]

Photovoltaic electricity generation: In 2009, about 7.5 GW of PV sys-
tems were installed. That brought the cumulative installed PV capacity 
worldwide in 2009 to about 22 GW—a capacity able to generate up to 
26 TWh (93,600 TJ) per year. More than 90% of this capacity is installed 
in three leading markets: the EU with 73% of the total, Japan with 
12% and the USA with 8%. Roughly 95% of the PV installed capac-
ity in the OECD countries is grid connected, the remainder being 
off-grid. Growth in the top eight PV markets through 2009 is illus-
trated in Figure TS.3.2. Spain and Germany have seen, by far, the 
largest amounts of solar installed in recent years. [3.4.1] 

Concentrating solar power: CSP has reached a cumulative 
installed capacity of about 0.7 GW, with another 1.5 GW under con-
struction. The capacity factors for a number of these CSP plants are 
expected to range from 25 to 75%; these can be higher than for 
PV because CSP plants contain the opportunity to add thermal stor-
age where there is a commensurate need to overbuild the collector 
fi eld to charge the thermal storage. The lower end of the capac-
ity factor range is for no thermal storage and the upper end is for 
up to 15 hours of thermal storage. [3.8.4] The earliest commercial 
CSP plants were the Solar Electric Generating Systems in California 
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always low-iron glass, now readily available. Most production is in 
China, where it is aimed at internal consumption. Evacuated collectors, 
suitable for mass produc tion techniques, are starting to dominate that 
market. Other important production sites are in Europe, Turkey, Brazil 
and India. Much of the export market comprises total solar water heat-
ing systems rather than solar collectors per se. The largest exporters of 
solar water heating systems are Australia, Greece, the USA and France. 
Australian exports constitute about 50% of its production. [3.4.2] 

For passive solar heating, part of the industry capacity and supply 
chain lies in people: namely, the engineers and architects who must 
systematically collaborate to produce a passively heated building. Close 
collaboration between the two disciplines has often been lacking in the 
past, but the dissemination of systematic design methodologies issued 
by different countries has improved the design capabilities. Windows 
and glazing are an important part of passively heated buildings, and 
the availability of a new generation of high-effi ciency (low-emissivity, 
argon-fi lled) windows is having a major impact on solar energy’s 
contribution to heating requirements in the buildings sector. These 
windows now constitute the bulk of new windows being installed in 
most northern-latitude countries. There do not appear to be any issues 
of industrial capacity or supply chains hindering the adoption of better 
windows. Another feature of passive design is adding internal mass to 
the building’s structure. Concrete and bricks, the most commonly used 
storage materials, are readily available; phase-change materials (e.g., 
paraffi n), considered to be the storage materials of the future, are not 
expected to have supply-chain issues. [3.4.2]

Photovoltaic electricity generation: The compound annual growth 
rate in PV manufacturing production from 2003 to 2009 exceeded 50%. 
In 2009, solar cell production reached about 11.5 GW per year (rated 
at peak capacity) split among several economies: China had about 
51% of world production (including 14% from the Chinese province 
of Taiwan); Europe about 18%; Japan about 14%; and the USA about 
5%. Worldwide, more than 300 factories produce solar cells and mod-
ules. In 2009, silicon-based solar cells and modules represented about 
80% of the worldwide market. The remaining 20% mostly comprised 
cadmium telluride, amorphous silicon, and copper indium gallium disel-
enide. The total market is expected to increase signifi cantly during the 
next few years, with thin-fi lm module production gaining market share. 
Manufacturers are moving towards original design of manufacturing 
units and are also moving components of module production closer to 
the fi nal market. Between 2004 and early 2008, the demand for crystal-
line silicon (or polysilicon) outstripped supply, which led to a price hike. 
With the new price, ample supplies have become available; the PV mar-
ket is now driving its own supply of polysilicon. [3.4.2]

Concentrating solar power: In the past several years, the CSP indus-
try has experienced a resurgence from a stagnant period to more 
than 2 GW being either commissioned or under construction. More 
than 10 different companies are now active in building or preparing 
for commercial-scale plants. They range from start-up companies to 
large organizations, including utilities, with international construction 

capable of producing 354 MW of power; installed between 1985 
and 1991, they are still operating today. The period from 1991 to 
the early 2000s was slow for CSP, but since about 2004, there has 
been strong growth in planned generation. The bulk of the current 
operating CSP generation consists of trough technology, but central-
receiver technology comprises a growing share, and there is strong 
proposed commercial activity in dish-Stirling. In early 2010, most of 
the planned global capacity was in the USA and Spain, but recently 
other countries announced commercial plans. Figure TS.3.3 shows 
the current and planned deployment of CSP capacity through the 
year 2015. [3.3.4, 3.4.1]

Solar fuel production: Currently, solar fuel production is in the 
pilot-plant phase. Pilot plants in the power range of 300 to 500 kW 
have been built for the carbo-thermic reduction of zinc oxide, steam 
methane reforming, and steam gasifi cation of petcoke. A 250-kW 
steam-reforming reactor is operating in Australia. [3.3.4, 3.4.1]

3.4.2 Industry capacity and supply chain

Solar thermal: In 2008, manufacturers produced approximately 41.5 
million m2 of solar collectors, a scale large enough to adapt to mass 
production, even though production is spread among a large number of 
companies around the world. Indeed, large-scale industrial production 
levels have been attained in most parts of the industry. In the manu-
facturing process, a number of readily available materials—including 
copper, aluminium, stainless steel, and thermal insulation—are being 
applied and combined through different joining technologies to produce 
the absorber plate. This box is topped by the cover glass, which is almost 
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management expertise. None of the supply chains for construction of 
plants are limited by the availability of raw material. Expanded capacity 
can be introduced with a lead time of about 18 months. [3.4.2] 

Solar fuel production: Solar fuel technology is still at an emerging 
stage, and there is no supply chain in place at present for commercial 
applications. Solar fuels will comprise much of the same solar-fi eld tech-
nology as is being deployed for other high-temperature CSP systems, in 
addition to downstream technologies similar to those in the petrochemi-
cal industry. [3.4.2]

3.4.3 Impact of policies

Direct solar energy technologies face a range of potential barriers to 
achieving wide-scale deployment. Solar technologies differ in levels of 
maturity, and although some applications are already competitive in 
localized markets, they generally face one common barrier: the need 
to reduce costs. Utility-scale CSP and PV systems face different bar-
riers than distributed PV and solar heating and cooling technologies. 
Important barriers include: siting, permitting, and fi nancing challenges 
to develop land with favourable solar resources for utility-scale projects; 
lack of access to transmission lines for large projects far from electric 
load centres; complex access laws, permitting procedures, and fees 
for smaller-scale projects; lack of consistent interconnection standards 
and time-varying utility rate structures that capture the value of dis-
tributed generated electricity; inconsistent standards and certifi cations 
and enforcement of these issues; and lack of regulatory structures that 
capture environmental and risk-mitigation benefi ts across technologies. 
Through appropriate policy designs, governments have shown that they 
can support solar technologies by funding R&D and by providing incen-
tives to overcome economic barriers. Price-driven incentive frameworks, 
for example, were popularized after FIT policies boosted levels of PV 
deployment in Germany and Spain. Quota-driven frameworks such as 
renewable portfolio standards and government bidding are common in 
the USA and China, respectively. In addition to these regulatory frame-
works, fi scal policies and fi nancing mechanisms (e.g., tax credits, soft 
loans and grants) are often employed to support the manufacturing of 
solar goods and to increase consumer demand. Most successful solar 
policies are tailored to the barriers imposed by specifi c applications, and 
the most successful policies are those that send clear, long-term and 
consistent signals to the market. [3.4.3]

3.5  Integration into the broader energy 
system

Solar technologies have a number of attributes that allow their advan-
tageous integration into a broader energy system. In this section, only 
the integration features unique to solar technologies are summarized. 
These include low-capacity energy demand, district heating and other 
thermal loads, PV generation characteristics and smoothing effects, and 
CSP generation characteristics and grid stabilization. [3.5.1–3.5.4]

For applications that have low power consumption, such as lighting or 
solar-derived hot water, solar technologies sometimes have a compara-
tive advantage relative to non-renewable fuel technologies. In addition, 
solar technologies allow small decentralized applications as well as 
larger centralized ones. In some regions of the world, integration of 
solar energy into district heating and other thermal loads has proven 
to be an effective strategy, especially because highly insulated buildings 
can be heated effectively with relatively low-temperature energy carri-
ers. In some locations, a district cooling and heating system can provide 
additional advantages compared to decentralized cooling, including 
cost advantages for economies of scale, diversity of cooling demand of 
different buildings, reducing noise and structural load, and equipment 
space savings. Also, by combining biomass and low-temperature solar 
thermal energy, system capacity factor and emissions profi les can be 
improved. [3.5.1, 3.5.2] 

For PV power generation at a specifi c location, electricity varies system-
atically during a day and a year, but also randomly according to weather 
conditions. This variation can, in some instances, have a large impact 
on voltage and power fl ow in the local transmission and distribution 
system from the early penetration stage, and the supply-demand bal-
ance in total power system operation in the high-penetration stage. This 
effect can potentially constrain PV system integration. However, mod-
elling and system simulations suggest that numerous PV systems in a 
broad area should have less-random and slower variations, which are 
sometimes referred to as the ‘smoothing effect’. Studies are underway 
to evaluate and quantify actual smoothing effects at a large scale (1,000 
sites at distances from 2 to 200 km) and at time scales of 1 minute or 
less. [3.5.3] 

In a CSP plant, even without storage, the inherent thermal mass in the 
collector system and spinning mass in the turbine tend to signifi cantly 
reduce the impact of rapid solar transients on electrical output, and thus, 
lead to a reduced impact on the grid. By including integrated thermal 
storage systems, capacity factors typical of base-load operation could be 
achieved in the future. In addition, integrating CSP plants with fossil fuel 
generators, especially with gas-fi red integrated solar combined-cycle 
systems (with storage), can offer better fuel effi ciency and extended 
operating hours and ultimately be more cost effective than operating 
separate CSP and/or combined-cycle plants. [3.5.4] 

3.6  Environmental and social impacts

3.6.1 Environmental impacts

Apart from its benefi ts in GHG reduction, the use of solar energy can 
reduce the release of pollutants—such as particulates and noxious 
gases—from the older fossil fuel plants that it replaces. Solar thermal 
and PV technologies do not generate any type of solid, liquid or gas-
eous by-products when producing electricity. The family of solar energy 
technologies may create other types of air, water, land and ecosystem 
impacts, depending on how they are managed. The PV industry uses 
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some toxic, explosive gases as well as corrosive liquids in its production 
lines. The presence and amount of those materials depend strongly on 
the cell type. However, the intrinsic needs of the productive process of 
the PV industry force the use of quite rigorous control methods that 
minimize the emission of potentially hazardous elements during module 
production. For other solar energy technologies, air and water pollu-
tion impacts are generally expected to be relatively minor. Furthermore, 
some solar technologies in certain regions may require water usage for 
cleaning to maintain performance. [3.6.1]

Lifecycle assessment estimates of the GHGs associated with various 
types of PV modules and CSP technologies are provided in Figure TS.3.4. 
The majority of estimates for PV modules cluster between 30 and 80 g of 
CO2eq/kWh. Lifecycle GHG emissions for CSP-generated electricity have 
recently been estimated to range from about 14 to 32 g of CO2eq/kWh. 
These emission levels are about an order of magnitude lower than those 
of natural gas-fi red power plants. [3.6.1, 9.3.4] 

Land use is another form of environmental impact. For roof-mounted 
solar thermal and PV systems, this is not an issue, but it can be an issue 
for central-station PV as well as for CSP. Environmentally sensitive lands 
may pose a special challenge for CSP permitting. One difference for CSP 
vis-à-vis PV is that it needs a method to cool the working fl uid, and 
such cooling often involves the use of scarce water. Using local air as 
the coolant (dry cooling) is a viable option, but this can decrease plant 
effi ciency by 2 to 10%. [3.6.1]

3.6.2  Social impacts

The positive benefi ts of solar energy in the developing world provide 
arguments for its expanded use. About 1.4 billion people do not have 
access to electricity. Solar home systems and local PV-powered com-
munity grids can provide electricity to many areas for which connection 
to a main grid is cost prohibitive. The impact of electricity and solar 
energy technologies on the local population is shown through a long 
list of important benefi ts: the replacement of indoor-polluting kerosene 
lamps and ineffi cient cook stoves; increased indoor reading; reduced 
time gathering fi rewood for cooking (allowing the women and children 
who normally gather it to focus on other priorities); street lighting for 
security; improved health by providing refrigeration for vaccines and 
food products; and, fi nally, communications devices (e.g., televisions, 
radios). All of these provide a myriad of benefi ts that improve the lives 
of people. [3.6.2] 

Job creation is an important social consideration associated with 
solar energy technology. Analysis indicates that solar PV has the high-
est job-generating potential among the family of solar technologies. 
Approximately 0.87 job-years per GWh are created through solar PV, fol-
lowed by CSP with 0.23 job-years per GWh. When properly put forward, 
these job-related arguments can help accelerate social acceptance and 
increase public willingness to tolerate the perceived disadvantages of 
solar energy, such as visual impacts. [3.6.2]

3.7  Prospects for technology improvements 
and innovation

Solar thermal: If integrated at the earliest stages of planning, buildings 
of the future could have solar panels –   including PV, thermal collector, 
and combined PV-thermal (hybrids) – making up almost all viewed com-
ponents of the roof and façades. Such buildings could be established 
not just through the personal desires of individual builders/owners, but 
also as a result of public policy mandates, at least in some areas. For 
example, the vision of the European Solar Thermal Technology Platform is 
to establish the ‘Active Solar Building’ as a standard for new buildings by 
2030, where an Active Solar Building, on average, covers all of its energy 
demand for water heating and space conditioning. [3.7.2]

In highlighting the advances in passive solar, two climates can be distin-
guished between: those that are dominated by the demand for heating 
and those dominated by the demand for cooling. For the former, a wider-
scale adoption of the following items can be foreseen: evacuated (as 
opposed to sealed) glazing, dynamic exterior night-time insulation, and 
translucent glazing systems that can automatically change solar/visible 
transmittance and that also offer improved insulation values. For the 
latter, there is the expectation for an increased use of cool roofs (i.e., 
light-coloured roofs that refl ect solar energy); heat-dissipation tech-
niques such as use of the ground and water as heat sinks; methods that 
improve the microclimate around the buildings; and solar control devices 
that allow penetration of the lighting, but not the thermal, component of 
solar energy. For both climates, improved thermal storage is expected to 
be embedded in building materials. Also anticipated are improved meth-
ods for distributing the absorbed solar heat around the building and/
or to the outside air, perhaps using active methods such as fans. Finally, 
improved design tools are expected to facilitate these various improved 
methods. [3.7.1]

Photovoltaic electricity generation: Although now a relatively mature 
technology, PV is still experiencing rapid improvements in performance 
and cost, and a continuation of this steady progress is expected. The efforts 
required are being taken up in a framework of intergovernmental coop-
eration, complete with roadmaps. For the different PV technologies, four 
broad technological categories, each requiring specifi c R&D approaches, 
have been identifi ed: 1) cell effi ciency, stability, and lifetime; 2) module 
productivity and manufacturing; 3) environmental sustainability; and 4) 
applicability, all of which include standardization and harmonization. 
Looking to the future, PV technologies can by categorized in three major 
classes: current; emerging, which represent medium risk with a mid-term 
(10 to 20 year) time line; and the high-risk technologies aimed at 2030 
and beyond, which have extraordinary potential but require technical 
breakthroughs. Examples of emerging cells are multiple-junction, poly-
crystalline thin fi lms and crystalline silicon in the sub-100-μm thickness 
range. Examples of high-risk cells are organic solar cells, biomimetic 
devices and quantum dot designs that have the potential to substantially 
increase the maximum effi ciency. Finally, there is important work to be 
done on the balance of systems (BOS), which comprises inverters, stor-
age, charge controllers, system structures and the energy network. [3.7.3]
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CSP electricity generation: Although CSP is now a proven technology 
at the utility scale, technology advances are still taking place. As plants 
are built, both mass production and economies of scale are leading to 
cost reductions. There is scope for continuing improvement in solar-to-
electricity effi ciency, partly through higher collector temperatures. To 
increase temperature and effi ciency, alternatives to the use of oil as the 
heat-transfer fl uid—such as water (boiling in the receiver) or molten 
salts—are being developed, permitting higher operating temperatures. 
For central-receiver systems, the overall effi ciencies can be higher 
because the operating temperatures are higher, and further improve-
ments are expected to achieve peak effi ciencies (solar to electricity) 
almost twice those of existing systems, up to 35%. Trough technol-
ogy will benefi t from continuing advances in solar-selective surfaces, 
and central receivers and dishes will benefi t from improved receiver/
absorber designs that afford high levels of solar irradiance at the focus. 
Capital cost reduction is expected to come from the benefi ts of mass 
production, economies of scale and learning from previous experience. 
[3.7.4]
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Solar fuel production: Solar electrolysis using PV or CSP is available 
for niche applications, but it remains costly. Many paths are being pur-
sued to develop a technology that will reduce the cost of solar fuels. 
These include solid-oxide electrolysis cells, the photoelectrochemical 
cell (which combines all the steps in solar electrolysis into a single 
unit), advanced thermo-chemical processes, and photochemical and 
photobiological processes—sometimes in combinations that integrate 
artifi cial photosynthesis in man-made biomimetic systems and photo-
biological hydrogen production in living organisms. [3.7.5]

Other potential future applications: Other methods under inves-
tigation for producing electricity using solar thermal technologies 
without an intermediate thermodynamic cycle include thermoelectric, 
thermionic, magnetohydrodynamic and alkali-metal methods. Space 
solar power, in which solar power collected in space is beamed via 
microwaves to receiving antennae on the ground, has also been pro-
posed. [3.7.6]

3.8  Cost trends

Although the cost of solar energy varies widely by technology, applica-
tion, location and other factors, costs have been reduced signifi cantly 
during the past 30 years, and technical advances and supportive public 
policies continue to offer the potential for additional cost reductions. 
The degree of continued innovation will have a signifi cant bearing on 
the level of solar deployment. [3.7.2–3.7.5, 3.8.2–3.8.5] 

Solar thermal: The economics of solar heating applications depend 
on appropriate design of the system with regard to energy service 
needs, which often involves the use of auxiliary energy sources. In some 
regions, for example, in southern parts of China, solar water heating 
(SWH) systems are cost competitive with traditional options. SWH sys-
tems are generally more competitive in sunny regions, but this picture 
changes for space heating based on its usually higher overall heating 
load. In colder regions capital costs can be spread over a longer heating 
season, and solar thermal can then become more competitive. [3.8.2]

The investment costs for solar thermal heating systems vary widely 
depending on the complexity of the technology used as well as the mar-
ket conditions in the country of operation. The costs for an installed 
system vary from as low as USD2005 83/m² for SWH systems in China 
to more than USD2005 1,200/m² for certain space-heating systems. The 
levelized cost of heat (LCOH) mirrors the wide variation in investment 
cost, and depends on an even larger number of variables, including the 
particular type of system, investment cost of the system, available solar 
irradiance in a particular location, conversion effi ciency of the system, 
operating costs, utilization strategy of the system and the applied dis-
count rate. Based on a standardized methodology outlined in Annex II 
and the cost and performance data summarized in Annex III, the LCOH 
for solar thermal systems over a large set and range of input param-
eters has been calculated to vary widely from USD2005 9 to 200/GJ, but 

can be estimated for more specifi c settings with parametric analysis. 
Figure TS.3.5 shows the LCOH over a somewhat narrower set and range 
of input parameters. More specifi cally, the fi gure shows that for SWH 
systems with costs in the range of USD2005 1,100 to 1,200/kWth and con-
version effi ciencies of roughly 40%, LCOH is expected to range from 
slightly more than USD2005 30/GJ to slightly less than USD2005 50/GJ in 
regions comparable to Central and Southern European locations and 
up to almost USD2005 90/GJ for regions with less solar irradiation. Not 
surprisingly, LCOH estimates are highly sensitive to all of the parameters 
shown in Figure TS.3.5, including investment costs and capacity factors. 
[3.8.2, Annex II, Annex III]

Over the last decade, for each 50% increase in installed capacity of solar 
water heaters, investment costs have fallen 20% in Europe. According 
to the IEA, further cost reductions in OECD countries will come from 
the use of cheaper materials, improved manufacturing processes, mass 
production, and the direct integration into buildings of collectors as 
multi-functional building components and modular, easy-to-install sys-
tems. Delivered energy costs in OECD countries are anticipated by the 
IEA to eventually decline by around 70 to 75%. [3.8.2]

PV electricity generation: PV prices have decreased by more than a 
factor of 10 during the last 30 years; however, the current levelized cost 
of electricity (LCOE) from solar PV is generally still higher than whole-
sale market prices for electricity. In some applications, PV systems are 
already competitive with other local alternatives (e.g., for electricity sup-
ply in certain rural areas in developing countries ). [3.8.3, 8.2.5, 9.3.2]

The LCOE of PV highly depends on the cost of individual system com-
ponents, with the highest cost share stemming from the PV module. 
The LCOE also includes BOS components, cost of labour for installation, 
operation and maintenance (O&M) cost, location and capacity factor, 
and the applied discount rate. [3.8.3]

The price for PV modules dropped from USD2005 22/W in 1980 to less 
than USD2005 1.50/W in 2010. The corresponding historical learning rate 
ranges from 11 to 26%, with a median learning rate of 20%. The price in 
USD/W for an entire system, including the module, BOS, and installation 
costs, has also decreased steadily, reaching numbers as low as USD2005 

2.72/W for some thin-fi lm technologies by 2009. [3.8.3]

The LCOE for PV depends not only on the initial investment; it also takes 
into account operation costs and the lifetime of the system components, 
local solar irradiation levels and system performance. Based on the 
standardized methodology outlined in Annex II and the cost and per-
formance data summarized in Annex III, the recent LCOE for different 
types of PV systems has been calculated. It shows a wide variation from 
as low as USD2005 0.074/kWh to as high as USD2005 0.92/kWh, depend-
ing on a large set and range of input parameters. Narrowing the range 
of parameter variations, the LCOE in 2009 for utility-scale PV electricity 
generation in regions of high solar irradiance in Europe and the USA 
were in the range of about USD2005 0.15/kWh to USD2005 0.4/kWh at a 
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7% discount rate, but may be lower or higher depending on the avail-
able resource and on other framework conditions. Figure TS.3.6 shows a 
wide variation of LCOE for PV depending on the type of system, invest-
ment cost, discount rates and capacity factors. [1.3.2, 3.8.3, 10.5.1, 
Annex II, Annex III]

Costs of electricity generation or LCOE are projected by the IEA to reach 
the following in 2020: US cent2005 14.5/kWh to US cent2005 28.6/kWh 
for the residential sector and US cent2005 9.5/kWh to US cent2005 19/
kWh for the utility sector under favourable conditions of 2,000 kWh/
kW (equivalent to a 22.8% capacity factor) and less favourable con-
ditions of 1,000 kWh/kW (equivalent to a 11.4% capacity factor), 
respectively. The goal of the US Department of Energy is even more 
ambitious, with an LCOE goal of US cent2005 5/kWh to US cent2005 10/
kWh, depending on the end user, by 2015. [3.8.3]

CSP electricity generation: CSP electricity systems are a complex 
technology operating in a complex resource and fi nancial environ-
ment; so many factors affect the LCOE. The publicized investment 
costs of CSP plants are often confused when compared to other 
renewable sources, because varying levels of integrated thermal 

storage increase the investment, but also improve the annual out-
put and capacity factor of the plant. For large, state-of-the-art trough 
plants, current investment costs are estimated to be USD2005 3.82/W 
(without storage) to USD2005 7.65/W (with storage) depending on 
labour and land costs, technologies, the amount and distribution of 
beam irradiance and, above all, the amount of storage and the size of 
the solar fi eld. Performance data for modern CSP plants are limited, 
particularly for plants equipped with thermal storage, because new 
plants only became operational from 2007 onward. Capacity factors 
for early plants without storage were up to 28%. For modern plants 
without storage, capacity factors of roughly 20 to 30% are envisioned; 
for plants with thermal storage, capacity factors of 30 to 75% may be 
achieved. Based on the standardized methodology outlined in Annex 
II and the cost and performance data summarized in Annex III, the 
LCOE for a solar trough plant with six hours of thermal storage in 
2009 over a large set and range of input parameters has been calcu-
lated to range from slightly more than US cent2005 10/kWh to about US 
cent2005 30/kWh. Restricting the range of discount rates to 10% results 
in a somewhat narrower range of about US cent2005 20/kWh to US 
cent2005 30/kWh, which is roughly in line with the range of US cent2005 
18 to US cent2005 27/kWh available in the literature. Particular cost 
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Figure TS.3.5 | Sensitivity of levelized cost of heat with respect to investment cost as a function of capacity factor. (Discount rate assumed to be 7%, annual operation and mainte-
nance cost USD2005 5.6 and14/kW, and lifetimes set at 12.5 and 20 years for domestic hot water (DHW) systems in China and various types of systems in OECD countries, respectively.) 
[Figure 3.16]
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Figure TS.3.6 | Levelized cost of PV electricity generation, 2008–2009: (top) as a function of capacity factor and investment cost*,***; and (bottom) as a function of capacity factor 
and discount rate**,***. [Figure 3.19] 

Notes: * Discount rate assumed to equal 7%. ** Investment cost for residential rooftop systems assumed at USD 5,500 US/kW, for commercial rooftop systems at USD 5,150, for 
utility-scale fi xed tilt projects at USD 3,650/kW and for utility-scale one-axis projects at USD 4,050/kW. ***Annual O&M cost assumed at USD 41 to 64/kW, lifetime at 25 years.

and performance parameters, including the applied discount rate and 
capacity factor, affect the specifi c LCOE estimate, although the LCOE 

of different system confi gurations for otherwise identical conditions 
are expected to differ only marginally. [3.8.4]
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The learning ratio for CSP, excluding the power block, has been estimated 
at 10 ± 5%. Specifi c LCOE goals for the USA are US cent2005 6/kWh to US 
cent2005 8/kWh with 6 hours storage by 2015 and US cent2005 50/kWh to 
US cent2005 60/kWh with 12 to 17 hours of storage by 2020. The EU is 
pursuing similar goals. [3.8.4]

3.9  Potential deployment

3.9.1  Near-term (2020) forecasts

Table TS.3.1 summarizes fi ndings from the available studies on potential 
deployment up to 2020, as taken from the literature. Sources for the 
tabulated data are the following: European Renewable Energy Council 
(EREC) – Greenpeace (Energy [r]evolution, reference and advanced sce-
narios); and IEA (CSP and PV Technology Roadmaps). With regard to 
the solar thermal entries, note that passive solar contributions are not 
included in these data; although this technology reduces the demand for 
energy, it is not part of the supply chain considered in energy statistics. 
[3.9] 

3.9.2  Long-term deployment in the context of carbon 
mitigation

Figure TS.3.7 presents the results of more than 150 long-term modelling 
scenarios described in Chapter 10. The potential deployment scenarios 
vary widely—from direct solar energy playing a marginal role in 2050 to 
it becoming one of the major sources of energy supply. Although direct 
solar energy today provides only a very small fraction of the world energy 
supply, it remains undisputed that this energy source has one of the larg-
est potential futures.

Reducing cost is a key issue in making direct solar energy more commer-
cially relevant and in position to claim a larger share of the worldwide 
energy market. This can only be achieved if solar technologies’ costs 
are reduced as they move along their learning curves, which depend 

primarily on market volumes. In addition, continuous R&D efforts are 
required to ensure that the slopes of the learning curves do not fl atten 
too early. The true costs of deploying solar energy are still unknown 
because the main deployment scenarios that exist today consider 
only a single technology. These scenarios do not take into account the 
co-benefi ts of a renewable/sustainable energy supply via a range of 
different RE sources and energy effi ciency measures.

Potential deployment depends on the actual resources and availability 
of the respective technology. However, to a large extent, the regulatory 
and legal framework in place can foster or hinder the uptake of direct 
solar energy applications. Minimum building standards with respect to 
building orientation and insulation can reduce the energy demand of 
buildings signifi cantly and can increase the share of RE supply without 
increasing the overall demand. Transparent, streamlined administrative 
procedures to install and connect solar power sources to existing grid 
infrastructures can further lower the cost related to direct solar energy.

4.  Geothermal Energy

4.1  Introduction

Geothermal resources consist of thermal energy from the Earth’s interior 
stored in both rock and trapped steam or liquid water, and are used to 
generate electric energy in a thermal power plant or in other domestic 
and agro-industrial applications requiring heat as well as in CHP applica-
tions. Climate change has no signifi cant impacts on the effectiveness of 
geothermal energy. [4.1]

Geothermal energy is a renewable resource as the tapped heat from 
an active reservoir is continuously restored by natural heat production, 
conduction and convection from surrounding hotter regions, and the 
extracted geothermal fl uids are replenished by natural recharge and by 
reinjection of the cooled fl uids. [4.1]

Table TS.3.1 | Evolution of cumulative solar capacities. [Table 3.7]

Low-Temperature Solar Heat 
(GWth)

Solar PV Electricity (GW) CSP Electricity (GW)

Year 2009 2015 2020 2009 2015 2020 2009 2015 2020

N
am

e 
of

 S
ce

na
ri

o Current cumulative installed capacity 180 22 0.7

EREC – Greenpeace (reference scenario) 180 230 44 80 5 12

EREC – Greenpeace ([r]evolution scenario) 715 1,875 98 335 25 105

EREC – Greenpeace (advanced scenario) 780 2,210 108 439 30 225

IEA Roadmaps N/A 951 210 N/A 148

Note: 1. Extrapolated from average 2010 to 2020 growth rate.
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Figure TS.3.7 | Global solar supply and generation in long-term scenarios (median, 25th to 75th percentile range, and full range of scenario results; colour coding is based on cat-
egories of atmospheric CO2 concentration level in 2100; the specifi c number of scenarios underlying the fi gure is indicated in the upper right-hand corner). (a) Global solar primary 
energy supply; (b) global solar thermal heat generation; (c) global solar PV electricity generation; and (d) global CSP electricity generation. [Figure 3.22]

4.2  Resource potential

The accessible stored heat from hot dry rocks in the Earth is estimated to 
range from 110 to 403 x 106 EJ down to 10 km depth, 56 to 140 x 106 EJ 
down to 5 km depth, and around 34 x 106 EJ down to 3 km depth. Using pre-
vious estimates for hydrothermal resources and calculations for enhanced 
(or engineered) geothermal systems derived from stored heat estimates at 

depth, geothermal technical potentials for electric generation range from 
118 to 146 EJ/yr (at 3 km depth) to 318 to 1,109 EJ/yr (at 10 km depth), and 
for direct uses range from 10 to 312 EJ/yr (Figure TS.4.1). [4.2.1]

Technical potentials are presented on a regional basis in Table TS.4.1. 
The regional breakdown is based on the methodology applied by the 
Electric Power Research Institute to estimate theoretical geothermal 
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potentials for each country, and then countries are grouped regionally. 
Thus, the present disaggregation of global technical potential is based 
on factors accounting for regional variations in the average geothermal 
gradient and the presence of either a diffuse geothermal anomaly or a 
high-temperature region associated with volcanism or plate boundar-
ies. The separation into electric and thermal (direct uses) potentials is 
somewhat arbitrary in that most higher-temperature resources could be 
used for either, or both, in CHP applications depending on local market 
conditions. [4.2.2]

The heat extracted to achieve the technical potentials can be fully or 
partially replenished over the long term by the continental terrestrial 
heat fl ow of 315 EJ/yr at an average fl ux of 65 mW/m2. [4.2.1]

4.3  Technology and applications 

Geothermal energy is currently extracted using wells and other means 
that produce hot fl uids from: (a) hydrothermal reservoirs with naturally 
high permeability, or (b) Enhanced or engineered geothermal systems 
(EGS) with artifi cial fl uid pathways (Figure TS.4.2). Technology for elec-
tricity generation from hydrothermal reservoirs is mature and reliable, 
and has been operating for about 100 years. Technologies for direct 
heating using geothermal heat pumps (GHPs) for district heating and 
for other applications are also mature. Technologies for EGS are in the 
demonstration stage. [4.3]

Electric power from geothermal energy is especially suitable for supply-
ing base-load power, but also can be dispatched and used to meet peak 
demand. Hence, geothermal electric power can complement variable 
electricity generation. [4.3]

Since geothermal resources are underground, exploration methods 
(including geological, geochemical and geophysical surveys) have been 
developed to locate and assess them. The objectives of geothermal 
exploration are to identify and rank prospective geothermal reservoirs 
prior to drilling. Today, geothermal wells are drilled over a range of 
depths up to 5 km using conventional rotary drilling methods similar 
to those for accessing oil and gas reservoirs. Advanced drilling tech-
nologies allow for high-temperature operation and provide directional 
capability. [4.3.1] 

The basic types of geothermal power plants in use today are steam con-
densing turbines and binary cycle units. Condensing plants can be of 
the fl ash or dry-steam type (the latter do not require brine separation, 
resulting in simpler and cheaper plants) and are more common than 
binary units. They are installed in intermediate- and high-temperature 
resources (≥150°C) with capacities often between 20 and 110 MWe. 
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Figure TS.4.1 | Geothermal technical potentials for electricity and direct uses (heat). Direct 
uses usually do not require development to depths greater than about three km. [Figure 4.2]

Table TS.4.1 | Geothermal technical potentials on continents for the IEA regions. [Table 4.3] 

REGION1

Electric technical potential (EJ/yr) at depths to: Technical potentials (EJ/yr) for 
direct uses3 km 5 km 10 km

Lower Upper Lower Upper Lower Upper Lower Upper

OECD North America 25.6 31.8 38.0 91.9 69.3 241.9 2.1 68.1

Latin America 15.5 19.3 23.0 55.7 42.0 146.5 1.3 41.3

OECD Europe 6.0 7.5 8.9 21.6 16.3 56.8 0.5 16.0

Africa 16.8 20.8 24.8 60.0 45.3 158.0 1.4 44.5

Transition Economies 19.5 24.3 29.0 70.0 52.8 184.4 1.6 51.9

Middle East 3.7 4.6 5.5 13.4 10.1 35.2 0.3 9.9

Developing Asia 22.9 28.5 34.2 82.4 62.1 216.9 1.8 61.0

OECD Pacifi c 7.3 9.1 10.8 26.2 19.7 68.9 0.6 19.4

Total 117.5 145.9 174.3 421.0 317.5 1,108.6 9.5 312.2

Note: 1. For regional defi nitions and country groupings see Annex II.
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In binary cycle plants, the geothermal fl uid passes through a heat 
exchanger heating another working fl uid with a low boiling point, which 
vaporizes and drives a turbine. They allow for use of lower-temperature 
hydrothermal reservoirs and of EGS reservoirs (generally from 70°C to 
170°C), and are often constructed as linked modular units of a few MWe in 
capacity. Combined or hybrid plants comprise two or more of the above basic 
types to improve versatility, increase overall thermal effi ciency, improve load-
following capability, and effi ciently cover a wide resource temperature range. 
Finally, cogeneration plants, or CHP plants, produce both electricity and hot 
water for direct use. [4.3.3]

EGS reservoirs require stimulation of subsurface regions where temperatures 
are high enough for effective utilization. A reservoir consisting of a fracture 
network is created or enhanced to provide well-connected fl uid pathways 
between injection and production wells. Heat is extracted by circulating 
water through the reservoir in a closed loop and can be used for power gen-
eration and for industrial or residential heating (see Figure TS.4.2). [4.3.4]

Direct use provides heating and cooling for buildings including district 
heating, fi sh ponds, greenhouses, bathing, wellness and swimming 
pools, water purifi cation/desalination and industrial and process heat 
for agricultural products and mineral drying. Although it can be debated 
whether GHPs are a ‘true’ application of geothermal energy, they can be 
utilized almost anywhere in the world for heating and cooling, and take 
advantage of the relatively constant ground or groundwater tempera-
ture in the range of 4°C to 30°C. [4.3.5]

4.4  Global and regional status of market 
 and industry development

For nearly a century, geothermal resources have been used to generate 
electricity. In 2009, the global geothermal electric market had a wide 
range of participants with 10.7 GWe of installed capacity. Over 67 TWhe 
(0.24 EJ) of electricity were generated in 2008 in 24 countries (Figure 
TS.4.3), and provided more than 10% of total electricity demand in 6 
of them. There were also 50.6 GWth of direct geothermal applications 
operating in 78 countries, which generated 121.7 TWhth (0.44 EJ) of heat 
in 2008. GHPs contributed 70% (35.2 GWth) of this installed capacity for 
direct use. [4.4.1, 4.4.3]

The global average annual growth rate of installed geothermal electric 
capacity over the last fi ve years (2005-2010) was 3.7%, and over the 
last 40 years (1970-2010), 7.0%. For geothermal direct uses rates were 
12.7% (2005-2010), and 11% between 1975 and 2010. [4.4.1]

EGS is still in the demonstration phase, with one small plant in operation 
in France and one pilot project in Germany. In Australia considerable 
investment has been made in EGS exploration and development 
in recent years, and the USA has recently increased support for EGS 
research, development and demonstration as part of a revived national 
geothermal programme. [4.4.2]

In 2009, the main types (and relative percentages) of direct geother-
mal applications in annual energy use were: space heating of buildings 
(63%), bathing and balneology (25%), horticulture (greenhouses and 
soil heating) (5%), industrial process heat and agricultural drying (3%), 
aquaculture (fi sh farming) (3%) and snow melting (1%). [4.4.3]

For geothermal to reach its full capacity in climate change mitigation 
it is necessary to overcome technical and non-technical barriers. Policy 
measures specifi c to geothermal technology can help overcome these 
barriers. [4.4.4]

4.5  Environmental and social impacts

Environmental and social impacts related to geothermal energy do exist, 
and are typically site- and technology-specifi c. Usually, these impacts 
are manageable, and the negative environmental impacts are minor. 
The main GHG emission from geothermal operations is CO2, although 
it is not created through combustion, but emitted from naturally occur-
ring sources. A fi eld survey of geothermal power plants operating in 
2001 found a wide spread in the direct CO2 emission rates, with val-
ues ranging from 4 to 740 g/kWhe depending on technology design 
and composition of the geothermal fl uid in the underground reservoir. 
Direct CO2 emissions for direct use applications are negligible, while 
EGS power plants are likely to be designed as liquid-phase closed-loop 
circulation systems, with zero direct emissions. Lifecycle assessments 
anticipate that CO2-equivalent emissions are less than 50 g/kWhe for 
geothermal power plants; less than 80 g/kWhe for projected EGS; and 
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Figure TS.4.2a | Scheme showing convective (hydrothermal) resources. [Figure 4.1a]



75

Summaries Technical Summary

Reservoir
Monitoring

Rechange
Reservoir

ORC or
Kalina
Cycle

District
Heating

Power

Cooling
Unit

Monitoring
Well

Monitoring
Well

Injection
Well

Production
Wells

Enhanced
Reservoir

3 
km

 t
o 

10
 k

m

~ 0.5 - 1
.5 km

Injjection
Weell

Produucction
Wells

Heat
Exchanger

(b)

Figure TS.4.2b | Scheme showing conductive (EGS) resources. [Figure 4.1b]



76

Technical Summary Summaries

U
ni

te
d 

St
at

es

Ph
ili

pp
in

es

In
do

ne
si

a

M
ex

ic
o

It
al

y

N
. Z

ea
la

nd

Ic
el

an
d

Ja
pa

n

El
 S

al
va

do
r

Ke
ny

a

Co
st

a 
Ri

ca

N
ic

ar
ag

ua

Tu
rk

ey

Ru
ss

ia

Pa
pu

a-
N

.G
.

G
ua

te
m

al
a

Po
rt

ug
al

Ch
in

a

Fr
an

ce

Et
hi

op
ia

G
er

m
an

y

A
us

tr
ia

Th
ai

la
nd

A
us

tr
al

ia

2,750

2,250

1,750

1,250

750

250

3,750

3,500

3,250

3,000

2,500

2,000

1,500

1,000

500

G
eo

th
er

m
al

-E
le

ct
ri

c 
In

st
al

le
d 

Ca
pa

ci
ty

 [M
W

] 

400 50 60 70 80 90 100 110 150

3,
09

4

1,
90

4

1,
19

7

Total: 10,715 MW

[mW/m2]

Figure TS.4.3 | Geothermal electric installed capacity by country in 2009. Figure shows worldwide average heat fl ow in mW/m2 and tectonic plate boundaries. [Figure 4.5]

between 14 and 202 g/kWhth for district heating systems and GHPs. 
[4.5, 4.5.1, 4.5.2]

Environmental impacts associated with geothermal projects involve 
consideration of a range of local air, land and water use impacts during 
both construction and operational phases that are common to most 
energy projects as well as specifi c to geothermal energy. Geothermal 
systems involve natural phenomena, and typically discharge gases 
mixed with steam from surface features, and minerals dissolved in 
water from hot springs. Some gases may be dangerous, but are typically 
either treated or monitored during production. In the past, surface dis-
posal of separated water was more common, but today happens only 
in exceptional circumstances. Geothermal brine is usually injected back 
into the reservoir to support reservoir pressures and to avoid adverse 
environmental effects. Surface disposal, if signifi cantly in excess of nat-
ural hot-spring fl ow rates, and if not strongly diluted, can have adverse 
effects on the ecology of rivers, lakes or marine environments. [4.5.3.1] 

Local hazards arising from natural phenomena, such as micro-earthquakes, 
hydrothermal steam eruptions and ground subsidence may be infl uenced 

by the operation of geothermal fi elds. During 100 years of development, 
no buildings or structures within a geothermal operation or local commu-
nity have been signifi cantly damaged by shallow earthquakes originating 
from either geothermal production or injection activities. Some EGS dem-
onstration projects, particularly in populated areas of Europe, have raised 
social opposition. The process of high-pressure injection of cold water 
into hot rock generates small seismic events. Induced seismic events 
have not been large enough to lead to human injury or signifi cant prop-
erty damage, but proper management of this issue will be an important 
step to facilitating signifi cant expansion of future EGS projects. [4.5.3.2]

Land use requirements range from 160 to 290 m²/GWhe/yr excluding 
wells, and up to 900 m²/GWh/yr including wells. Specifi c geothermal 
impacts on land use include effects on outstanding natural features such 
as springs, geysers and fumaroles. Land use issues in many settings (e.g., 
Japan, the USA and New Zealand) can be a serious impediment to further 
expansion of geothermal development. [4.5.3.3]

Geothermal resources may also have signifi cant environmental advan-
tages compared to the energy use they otherwise offset. [4.5.1]
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4.6  Prospects for technology improvement, 
innovation and integration

Geothermal resources can be integrated into all types of electrical power 
supply systems, from large, interconnected continental transmission 
grids to onsite use in small, isolated villages or autonomous buildings. 
Since geothermal energy typically provides base-load electric genera-
tion, integration of new power plants into existing power systems does 
not present a major challenge. For geothermal direct uses, no integration 
problems have been observed, and for heating and cooling, geothermal 
energy (including GHPs) is already widespread at the domestic, commu-
nity and district scales. Section 8 of this summary addresses integration 
issues in greater depth. [4.6]

Several prospects for technology improvement and innovation can 
reduce the cost of producing geothermal energy and lead to higher 
energy recovery, longer fi eld and plant lifetimes, and better reliability. 
Advanced geophysical surveys, injection optimization, scaling/corrosion 
inhibition, and better reservoir simulation modelling will help reduce 
the resource risks by better matching installed capacity to sustainable 
generation capacity. [4.6]

In exploration, R&D is required to locate hidden geothermal sys-
tems (e.g., with no surface manifestations) and for EGS prospects. 
Refi nement and wider usage of rapid reconnaissance geothermal tools 
such as satellite- and airborne-based hyper-spectral, thermal infrared, 
high-resolution panchromatic and radar sensors could make explora-
tion efforts more effective. [4.6.1]

Special research in drilling and well construction technology is needed 
to improve the rate of penetration when drilling hard rock and to 
develop advanced slim-hole technologies, with the general objectives of 
reducing the cost and increasing the useful life of geothermal produc-
tion facilities. [4.6.1]

The effi ciency of the different system components of geothermal power 
plants and direct uses can still be improved, and it is important to 
develop conversion systems that more effi ciently utilize the energy in 
the produced geothermal fl uid. Another possibility is the use of suitable 
oil and gas wells potentially capable of supplying geothermal energy for 
power generation. [4.6.2]

EGS projects are currently at a demonstration and experimental stage. 
EGS require innovative methods to hydraulically stimulate reservoir con-
nectivity between injection and production wells to attain sustained, 
commercial production rates while reducing the risk of seismic hazard, 
and to improve numerical simulators and assessment methods to enable 
reliable predictions of chemical interaction between geo-fl uids and geo-
thermal reservoirs rocks. The possibility of using CO2 as a working fl uid 
in geothermal reservoirs, particularly in EGS, is also under investigation 
since it could provide a means for enhancing the effect of geothermal 
energy deployment, lowering CO2 emissions beyond just generating 
electricity with a carbon-free renewable resource. [4.6.3]

Currently there are no technologies in use to tap submarine geother-
mal resources, but in theory electrical energy could be produced directly 
from a hydrothermal vent. [4.6.4]

4.7  Cost trends

Geothermal projects typically have high upfront investment costs, due 
to the need to drill wells and construct power plants, and relatively 
low operational costs. Though costs vary by project, the LCOE of power 
plants using hydrothermal resources are often competitive in today’s 
electricity markets; the same is true for direct uses of geothermal heat. 
EGS plants remain in the demonstration phase, but estimates of EGS 
costs are higher than those for hydrothermal reservoirs. [4.7]

The investment costs of a typical geothermal electric project are: (a) 
exploration and resource confi rmation (10 to 15% of the total); (b) drill-
ing of production and injection wells (20 to 35% of the total); (c) surface 
facilities and infrastructure (10 to 20% of the total); and (d) power 
plant (40 to 81% of the total). Current investment costs vary worldwide 
between USD2005 1,800 and 5,200/kWe. [4.7.1]

Geothermal electric O&M costs, including make-up wells (i.e., new wells 
to replace failed wells and restore lost production or injection capac-
ity), have been calculated to be USD2005 152 to 187/kWe/yr, but in some 
countries can be signifi cantly lower (e.g., USD2005 83 to 117/kWe/yr in 
New Zealand). [4.7.2]

Power plant longevity and capacity factor are also important economic 
parameters. The worldwide capacity factor average in 2008 for existing 
geothermal power plants was 74.5%, with newer installations above 
90%. [4.7.3]

Based on a standardized methodology outlined in Annex II and the cost 
and performance data summarized in Annex III, the LCOE for hydrother-
mal geothermal projects over a large set and range of input parameters 
has been calculated to range from US cents2005 3.1/kWh to US cents2005 

17/kWh, depending on the particular type of technology and project-
specifi c conditions. Using a narrower set and range of parameters, Figure 
TS.4.4 shows that, at a 7% discount rate, recently installed green-fi eld 
hydrothermal projects operating at the global average capacity factor of 
74.5% (and under other conditions specifi ed in [4.7.4]) have LCOE in the 
range from US cents2005 4.9/kWh to US cents2005 7.2/kWh for condens-
ing fl ash plants and, for binary cycle plants, from US cents2005 5.3/kWh 
to US cents2005 9.2/kWh. The LCOE is shown to vary substantially with 
capacity factor, investment cost and discount rate. No LCOE data exist 
for EGS, but some projections have been made using different models 
for several cases with diverse temperatures and depths, for example, US 
cents2005 10/kWh to US cents2005 17.5/kWh for relatively high-grade EGS 
resources. [1.3.2, 4.7.4, 10.5.1, Annex II, Annex III]

Estimates of possible cost reductions from design changes and technical 
advances rely solely on expert knowledge of the geothermal process 
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value chain, as published learning curve studies are limited. Engineering 
improvements in design and stimulation of geothermal reservoirs, and 
improvements in materials, operation and maintenance are expected to 
have the greatest impact on LCOE in the near term, for example, lead-
ing to higher capacity factors and a lower contribution of drilling cost 
to overall investment costs. For green-fi eld projects in 2020, the world-
wide average projected LCOE is expected to range from US cents2005 4.5/
kWh to US cents2005 6.6/kWh for condensing fl ash plants and from US 
cents2005 4.9/kWh to US cents2005 8.6/kWh for binary cycle plants ranges, 
given an average worldwide capacity factor of 80%, a 27.5-year lifetime 
and a discount rate of 7%. Therefore, a global average LCOE reduc-
tion of about 7% is expected for geothermal fl ash and binary plants 
by 2020. Future costs of EGS are expected to decline to lower levels as 
well. [4.7.5]

The LCOH for direct-use projects has a wide range, depending upon 
specifi c use, temperature and fl ow rate required, associated O&M and 
labour costs, and output of the produced product. In addition, costs 
for new construction are usually less than costs for retrofi tting older 
structures. The cost fi gures given in Table TS.4.2 are based on a climate 
typical of the northern half of the USA or Europe. Heating loads would 
be higher for more northerly climates such as Iceland, Scandinavia and 
Russia. Most fi gures are based on cost in the USA, but would be similar 
in developed countries and lower in developing countries. [4.7.6]

Industrial applications are more diffi cult to quantify, as they vary widely 
depending upon the energy requirements and the product to be pro-
duced. These plants normally require higher temperatures and often 
compete with power plant use; however, they do have a high load 

factor of 0.40 to 0.70, which improves the economics. Industrial appli-
cations vary from large food, timber and mineral drying plants (USA 
and New Zealand) to pulp and paper plants (New Zealand). [4.7.6]

4.8  Potential deployment

Geothermal energy can contribute to near- and long-term carbon emis-
sions reduction. In 2008, global geothermal energy use represented only 
about 0.1% of the global primary energy supply. However, by 2050, geo-
thermal could meet roughly 3% of the global electricity demand and 5% 
of the global demand for heating and cooling. [4.8]

Taking into account the geothermal electric projects under construction 
or planned in the world, installed geothermal capacity is expected to 
reach 18.5 GWe by 2015. Practically all the new power plants expected 
to be on line by 2015 will be fl ash-condensing and binary utilizing 
hydrothermal resources, with a small contribution from EGS projects. 
Geothermal direct uses (heat applications including GHP) are expected 
to grow at the same historic annual rate (11% between 1975 and 2010) 
to reach 85.2 GWth. By 2015, total electric generation could reach 121.6 
TWh/yr (0.44 EJ/yr) while direct generation of heat could reach 224 
TWhth/yr (0.8 EJ/yr), with the regional breakdown presented in Table 
TS.4.3. [4.8.1]

The long-term potential deployment of geothermal energy based on 
a comprehensive assessment of numerous model-based scenarios is 
mentioned in Section 10 of this summary and spans a broad range. The 
scenario medians for three GHG concentration stabilization ranges, based 
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Figure TS.4.4 | Levelized cost of geothermal power, 2008: a) as a function of capacity factor and cost*,***; and b) as a function of capacity factor and discount rate**,***. [Figure 4.8]

Notes: * Discount rate assumed to equal 7%. ** Investment cost for condensing fl ash plants assumed at USD 2,700/kW and for binary-cycle plants at USD 3,650/kW. ***Annual 
O&M cost assumed to be USD 170/kW and lifetime 27.5 years.
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Table TS.4.4 | Potential geothermal deployments for electricity and direct uses in 2020 through 2050. [Table 4.10] 

Year Use Capacity1 (GW) Generation (TWh/yr) Generation (EJ/yr) Total (EJ/yr)

2020
Electricity 25.9 181.8 0.65

2.01
Direct 143.6 377.5 1.36

2030
Electricity 51.0 380.0 1.37

5.23
Direct 407.8 1,071.7 3.86

2050
Electricity 150.0 1,182.8 4.26

11.83
Direct 800.0 2,102.3 7.57

Notes: 1. Installed capacities for 2020 and 2030 are extrapolated from 2015 estimates using a 7% annual growth rate for electricity and 11% for direct uses, and for 2050 are the 
middle value between projections cited in Chapter 4. Generation was estimated with average worldwide capacity factors of 80% (2020), 85% (2030) and 90% (2050) for electricity 
and of 30% for direct uses.

on the AR4 baselines (>600 ppm CO2), 440 to 600 ppm (Categories III 
and IV) and <440 ppm (Categories I and II), range from 0.39 to 0.71 EJ/
yr for 2020, 0.22 to 1.28 EJ/yr for 2030 and 1.16 to 3.85 EJ/yr for 2050.

Carbon policy is likely to be one of the main driving factors for future 
geothermal development, and under the most favourable GHG con-
centration stabilization policy (<440 ppm), geothermal deployment by 
2020, 2030 and 2050 could be signifi cantly higher than the median 
values noted above. By projecting the historic average annual growth 
rates of geothermal power plants (7%) and direct uses (11%) from 
the estimates for 2015, the installed geothermal capacity in 2020 and 
2030 for electricity and direct uses could be as shown in Table TS.4.4. 

By 2050, the geothermal-electric capacity would be as high as 150 
GWe (with half of that comprised of EGS plants), and up to an addi-
tional 800 GWth of direct-use plants (Table TS.4.4). [4.8.2]

Even the highest estimates for the long-term contribution of geother-
mal energy to the global primary energy supply (52.5 EJ/yr by 2050) 
are within the technical potential ranges (118 to 1,109 EJ/yr for elec-
tricity and 10 to 312 EJ/yr for direct uses) and even within the upper 
range of hydrothermal resources (28.4 to 56.8 EJ/yr). Thus, technical 
potential is not likely to be a barrier to reaching more ambitious levels 
of geothermal deployment (electricity and direct uses), at least on a 
global basis. [4.8.2]

Table TS.4.2 | Investment costs and calculated levelized cost of heat (LCOH) for several direct geothermal applications. [Table 4.8]

Heat application Investment cost (USD2005/kWth)
LCOH (USD2005/GJ) at discount rates of:

3% 7% 10%

Space heating (buildings) 1,600–3,940 20–50 24–65 28–77

Space heating (districts) 570–1,570 12–24 14–31 15–38

Greenhouses 500–1,000 7.7–13 8.6–14 9.3–16

Uncovered aquaculture ponds 50–100 8.5–11 8.6–12 8.6–12

GHP (residential and commercial) 940–3,750 14–42 17–56 19–68

Table TS.4.3 | Regional current and forecast installed capacity for geothermal power and direct uses (heat) and forecast generation of electricity and heat by 2015. [Table 4.9]

REGION1
Current capacity (2010)  Forecast capacity (2015)  Forecast generation (2015)

Direct (GWth) Electric (GWe) Direct (GWth) Electric (GWe) Direct (TWth) Electric (TWhe)

OECD North America 13.9 4.1 27.5 6.5 72.3 43.1

Latin America 0.8 0.5 1.1 1.1 2.9 7.2

OECD Europe 20.4 1.6 32.8 2.1 86.1 13.9

Africa 0.1 0.2 2.2 0.6 5.8 3.8

Transition Economies 1.1 0.1 1.6 0.2 4.3 1.3

Middle East 2.4 0 2.8 0 7.3 0

Developing Asia 9.2 3.2 14.0 6.1 36.7 40.4

OECD Pacifi c 2.8 1.2 3.3 1.8 8.7 11.9

TOTAL 50.6 10.7 85.2 18.5 224.0 121.6

Notes: 1. For regional defi nitions and country groupings see Annex II. Estimated average annual growth rate for 2010 to 2015 is 11.5% for power and 11% for direct uses. Average 
worldwide capacity factors of 75% (for electric) and 30% (for direct use) were assumed by 2015.
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Evidence suggests that geothermal supply could meet the upper 
range of projections derived from a review of about 120 energy and 
GHG-reduction scenarios. With its natural thermal storage capac-
ity, geothermal is especially suitable for supplying base-load power. 
Considering its technical potential and possible deployment, geother-
mal energy could meet roughly 3% of global electricity demand by 
2050, and also has the potential to provide roughly 5% of the global 
demand for heating and cooling by 2050. [4.8.3]

5. Hydropower

5.1  Introduction

Hydropower is a renewable energy source where power is derived 
from the energy of water moving from higher to lower elevations. It 
is a proven, mature, predictable and cost-competitive technology. 
The mechanical power of falling water is an old tool used for various 
services from the time of the Greeks more than 2,000 years ago. The 
world’s fi rst hydroelectric station of 12.5 kW was commissioned on 30 
September 1882 on Fox River at the Vulcan Street Plant in Appleton, 
Wisconsin, USA. Though the primary role of hydropower in global 
energy supply today is in providing centralized electricity generation, 
hydropower plants also operate in isolation and supply independent 
systems, often in rural and remote areas of the world. [5.1] 

5.2  Resource potential 

The annual global technical potential for hydropower generation is 
14,576 TWh (52.47 EJ) with a corresponding estimated total capac-
ity potential of 3,721 GW—four times the currently installed global 
hydropower capacity (Figure TS.5.1). Undeveloped capacity ranges 
from about 47% in Europe to 92% in Africa, indicating large and well-
distributed opportunities for hydropower development worldwide (see 
Table TS.5.1). Asia and Latin America have the largest technical poten-
tials and the largest undeveloped resources. Africa has highest portion 
of total potential that is still undeveloped. [5.2.1]

It is noteworthy that the total installed capacities of hydropower in 
North America, Latin America, Europe and Asia are of the same order 
of magnitude and, in Africa and Australasia/Oceania, an order of mag-
nitude less; Africa due to underdevelopment and Australasia/Oceania 
because of size, climate and topography. The global average capacity 
factor for hydropower plants is 44%. Capacity factor can be indicative 
of how hydropower is employed in the energy mix (e.g., peaking versus 
base-load generation) or water availability, or can be an opportunity 
for increased generation through equipment upgrades and operational 
optimization. [5.2.1]

The resource potential for hydropower could change due to climate 
change. Based on a limited number of studies to date, the climate change 
impacts on existing global hydropower systems is expected to be slightly 
positive, even though individual countries and regions could have sig-
nifi cant positive or negative changes in precipitation and runoff. Annual 
power production capacity in 2050 could increase by 2.7 TWh (9.72 PJ) in 
Asia under the SRES A1B scenario, and decrease by 0.8 TWh (2.88 PJ) in 
Europe. In other regions, changes are found to be even smaller. Globally, 
the changes caused by climate change in the existing hydropower pro-
duction system are estimated to be less than 0.1%, although additional 
research is needed to lower the uncertainty of these projections. [5.2.2]

5.3  Technology and applications

Hydropower projects are usually designed to suit particular needs and 
specifi c site conditions, and are classifi ed by project type, head (i.e., 
the vertical height of water above the turbine) or purpose (single- or 
multi-purpose). Size categories (installed capacity) are based on national 
defi nitions and differ worldwide due to varying policies. There is no imme-
diate, direct link between installed capacity as a classifi cation criterion 
and general properties common to all hydropower plants (HPPs) above 
or below that MW limit. All in all, classifi cation according to size, while 
both common and administratively simple, is—to a degree—arbitrary: 
general concepts like ‘small’ or ‘large’ hydropower are not technically 
or scientifi cally rigorous indicators of impacts, economics or character-
istics. It may be more useful to evaluate a hydropower project on its 
sustainability or economic performance thus setting out more realistic 
indicators. The cumulative relative environmental and social impacts of 
large versus small hydropower development remain unclear and context 
dependent. [5.3.1]

Hydropower plants come in three main project types: run-of-river (RoR), 
storage and pumped storage. RoR HPPs have small intake basins with 
no storage capacity. Power production therefore follows the hydrologi-
cal cycle of the watershed. For RoR HPPs the generation varies as water 
availability changes and thus they may be operated as variable in small 
streams or as base-load power plants in large rivers. Large-scale RoR 
HPPs may have some limited ability to regulate water fl ow, and if they 
operate in cascades in unison with storage hydropower in upstream 
reaches, they may contribute to the overall regulating and balancing 
ability of a fl eet of HPPs. A fourth category, in-stream (hydrokinetic) 
technology, is less mature and functions like RoR without any regula-
tion. [5.3.2] 

Hydropower projects with a reservoir (storage hydropower) deliver 
a broad range of energy services such as base load, peak, and energy 
storage, and act as a regulator for other sources. In addition they often 
deliver services that go beyond the energy sector, including fl ood con-
trol, water supply, navigation, tourism and irrigation. Pumped storage 
plants store water as a source for electricity generation. By reversing the 
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HPP performance: depletion of reservoir storage capacity over time; 
an increase in downstream degradation; increased fl ood risk upstream 
of reservoirs; generation losses due to reductions in turbine effi ciency; 
increased frequency of repair and maintenance; and reductions in tur-
bine lifetime and in regularity of power generation. The sedimentation 
problem may ultimately be controlled through land use policies and the 

fl ow of water, electrical energy can be produced on demand, with a very 
fast response time. Pumped storage is the largest-capacity form of grid 
energy storage now available. [5.3.2.2–5.3.2.3] 

Sediment transport and reservoir sedimentation are problems that 
need to be understood as they have a number of negative effects on 

Figure TS.5.1 | Regional hydropower technical potential in terms of annual generation and installed capacity and the percentage of undeveloped technical potential in 2009. [Figure 5.2]
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Table TS.5.1 | Regional hydro power technical potential in terms of annual generation and installed capacity (GW); and current generation, installed capacity, average capacity 
factors and resulting undeveloped potential as of 2009. [Table 5.1] 

World region
Technical potential, 
annual generation 

 TWh/yr (EJ/yr)

Technical potential, 
installed capacity 

(GW)

2009
Total generation 
 TWh/yr (EJ/yr)

2009
Installed capacity 

(GW)

Undeveloped 
potential 

(%)

Average regional 
capacity factor 

(%)

North America 1,659 (5.971) 388 628 (2.261) 153 61 47

Latin America 2,856 (10.283) 608 732 (2.635) 156 74 54

Europe 1,021 (3.675) 338 542 (1.951) 179 47 35

Africa 1,174 (4.226) 283 98 (0.351) 23 92 47

Asia 7,681 (27.651) 2,037 1,514 (5.451) 402 80 43

Australasia/Oceania 185 (0.666) 67 37 (0.134) 13 80 32

World 14,576 (52.470) 3,721 3,551 (12.783) 926 75 44
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protection of vegetation coverage. Hydropower has the best conversion 
effi ciency of all known energy sources (about 90% effi ciency, water to 
wire) and a very high energy payback ratio. [5.3.3]

Normally the life of a hydroelectric power plant is 40 to 80 years. 
Electrical and mechanical components and control equipment wear out 
early compared to civil structures, typically in 30 to 40 years, after which 
they require renovation. Upgrading/up-rating of HPPs calls for a system-
atic approach as there are a number of factors (hydraulic, mechanical, 
electrical and economic) that play a vital role in deciding the course of 
action. From a techno-economic viewpoint, up-rating should be consid-
ered along with renovation and modernization measures. Hydropower 
generating equipment with improved performance can be retrofi tted, 
often to accommodate market demands for more fl exible, peaking 
modes of operation. Most of the 926 GW of hydropower equipment in 
operation today (2010) will need to be modernized by 2030 to 2040. 
Refurbishment of existing hydropower plants often results in enhanced 
hydropower capacity, both where turbine capacity is being renovated/
up-rated or where existing civil infrastructure (like barrages, weirs, dams, 
canal tunnels, etc.) is being reworked to add new hydropower facilities. 
[5.3.4] 

5.4  Global and regional status of market and 
industry development

Hydropower is a mature, predictable and price-competitive technology. 
It currently provides approximately 16% of the world’s total electricity 
production and 86% of all electricity from renewable sources. While 
hydropower contributes to some level of power generation in 159 coun-
tries, 5 countries make up more than half of the world’s hydropower 
production: China, Canada, Brazil, the USA and Russia. The importance of 
hydroelectricity in the electricity matrix of these countries differs widely, 
however. While Brazil and Canada are heavily dependent on hydropower 
to produce 84% and 59% of total generation, respectively, Russia and 
China produce only 19% and 16% of their total electricity from hydro-
power, respectively. Despite the signifi cant growth of hydroelectric 
production around the globe, the percentage share of hydroelectricity 
has dropped during the last three decades (1973 to 2008) from 21 to 
16%, because electricity load and other generation sources have grown 
more rapidly than has hydropower. [5.4.1]

Carbon credits benefi t hydropower projects by helping to secure fi nanc-
ing and to reduce risks. Financing is the most decisive step in the entire 
project development process. Hydropower projects are one of the larg-
est contributors to the fl exible mechanisms of the Kyoto Protocol and 
therefore to existing carbon credit markets. Out of the 2,062 projects 
registered by the Clean Development Mechanism (CDM) Executive 
Board by 1 March 2010, 562 are hydropower projects. With 27% of the 
total number of projects, hydropower is the CDM’s leading deployed RE 
source. China, India, Brazil and Mexico represent roughly 75% of the 
hosted projects. [5.4.3.1]

Many economical hydropower projects are fi nancially challenged. High 
up-front costs are a deterrent for investment. Also, hydropower tends 
to have lengthy lead times for planning, permitting and construction. 
In the evaluation of lifecycle costs, hydropower often has a very high 
performance, with annual O&M costs being a fraction of the capital 
investment. As hydropower and its industry are old and mature, it is 
expected that the hydropower industry will be able to meet the demand 
that will be created by the predicted deployment rate in the years to 
come. For example, in 2008 the hydropower industry managed to install 
more than 41 GW of new capacity worldwide. [5.4.3.2]

The development of more appropriate fi nancing models is a major chal-
lenge for the hydropower sector, as is fi nding the optimum roles for the 
public and private sectors. The main challenges for hydropower relate to 
creating private-sector confi dence and reducing risk, especially prior to 
project permitting. Green markets and trading in emissions reductions 
will undoubtedly provide incentives. Also, in developing regions, such as 
Africa, interconnection between countries and the formation of power 
pools is building investor confi dence in these emerging markets. [5.4.3.2]

The concepts of classifying HPPs as ‘small’ or ‘large’, as defi ned by 
installed capacity (MW), can act as a barrier to the development of 
hydropower. For example, these classifi cations can impact the fi nanc-
ing of new hydropower plants, determining how hydropower is treated 
in climate change and energy policies. Different incentives are used for 
small-scale hydropower (FITs, green certifi cates and bonuses) depending 
on the country, but no incentives are available for large-scale HPPs. The 
EU Linking Directive sets a limit for carbon credits issued from HPPs to 20 
MW. The same limit is found in the UK Renewables Obligation, a green 
certifi cate market-based mechanism. Likewise, in several countries FITs 
do not apply to hydropower above a certain size limit (e.g., France 12 
MW, Germany 5 MW, India 5 and 25 MW). [5.4.3.4] 

The UNFCCC CDM Executive Board has decided that storage hydro-
power  projects will have to follow the power density indicator (PDI: 
installed capacity/reservoir area in W/m2) to be eligible for CDM cred-
its. The PDI rule seems to presently exclude storage hydropower from 
qualifying for CDM (or Joint Implementation) credits and may lead to 
suboptimal development of hydropower resources as the non-storage 
RoR option will be favoured. 

5.5  Integration into broader energy systems

Hydropower’s large capacity range, its fl exibility, storage capability 
(when coupled with a reservoir), and ability to operate in a stand-alone 
mode or in grids of all sizes enables it to deliver a broad range of ser-
vices. [5.5]

Hydropower can be delivered through the national and regional electric 
grid, mini-grids and also in isolated mode. Realization has been grow-
ing in developing countries that small-scale hydropower schemes have 
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an important role to play in the socioeconomic development of remote 
rural, especially hilly, areas as those can provide power for industrial, 
agricultural and domestic uses. In China, small-scale HPPs have been 
one of the most successful examples of rural electrifi cation, where over 
45,000 small HPPs totalling over 55,000 MW of capacity and produc-
ing 160 TWh (576 PJ) of generation annually benefi t over 300 million 
people. [5.5.2]

With a very large reservoir relative to the size of the hydropower plant 
(or very consistent river fl ows), HPPs can generate power at a near-
constant level throughout the year (i.e., operate as a base-load plant). 
Alternatively, in the case that the hydropower capacity far exceeds 
the amount of reservoir storage, the hydropower plant is sometimes 
referred to as energy-limited. An energy-limited hydro plant would 
exhaust its ‘fuel supply’ by consistently operating at its rated capacity 
throughout the year. In this case, the use of reservoir storage allows 
hydropower generation to occur at times that are most valuable from 
the perspective of the power system rather than at times dictated solely 
by river fl ows. Since electrical demand varies during the day and night, 
during the week and seasonally, storage hydropower generation can 
be timed to coincide with times where the power system needs are the 
greatest. In part, these times will occur during periods of peak electrical 
demand. Operating hydropower plants in a way to generate power dur-
ing times of high demand is referred to as peaking operation (in contrast 
to base-load). Even with storage, however, hydropower generation will 
still be limited by the size of the storage, the rated electrical capacity 
of the hydropower plant, and downstream fl ow constraints for irriga-
tion, recreation or environmental uses of the river fl ows. Hydropower 
peaking may, if the outlet is directed to a river, lead to rapid fl uctua-
tions in river fl ow, water-covered area, depth and velocity. In turn this 
may, depending on local conditions, lead to negative impacts in the river 
unless properly managed. [5.5.3]

In addition to hydropower supporting fossil and nuclear generation 
technologies, it can also help reduce the challenges with integrating 
variable renewable resources. In Denmark, for example, the high level of 
variable wind energy (>20% of the annual energy demand) is managed 
in part through strong interconnections (1 GW) to Norway, which has 
substantial storage hydropower. More interconnectors to Europe may 
further support increasing the share of wind power in Denmark and 
Germany. Increasing variable generation will also increase the amount 
of balancing services, including regulation and load following, required 
by the power system. In regions with new and existing hydropower 
facilities, providing these services from hydropower may avoid the need 
to rely on increased part-load and cycling of conventional thermal plants 
to provide these services. [5.5.4]

Though hydro has the potential to offer signifi cant power system ser-
vices in addition to energy and capacity, interconnecting and reliably 
utilizing HPPs may also require changes to power systems. The inter-
connection of hydropower to the power system requires adequate 
transmission capacity from HPPs to demand centres. Adding new HPPs 
has in the past required network investments to extend the transmission 

network. Without adequate transmission capacity, HPP operation can 
be constrained such that the services offered by the plant are less than 
what it could offer in an unconstrained system. [5.5.5] 

5.6  Environmental and social impacts

Like all energy and water management options, hydropower projects 
have negative and positive environmental and social impacts. On the 
environmental side, hydropower may have a signifi cant environmental 
footprint at local and regional levels but offers advantages at the macro-
ecological level. With respect to social impacts, hydropower projects may 
entail the relocation of communities living within or nearby the reservoir 
or the construction sites, compensation for downstream communities, 
public health issues, and others. A properly designed hydropower proj-
ect may, however, be a driving force for socioeconomic development, 
though a critical question remains about how these benefi ts are shared. 
[5.6] 

All hydroelectric structures affect a river’s ecology, mainly by induc-
ing a change into its hydrologic characteristics and by disrupting the 
ecological continuity of sediment transport and fi sh migration through 
the building of dams, dikes and weirs. However, the extent to which a 
river’s physical, chemical, biological and ecosystem characteristics are 
modifi ed depends largely on the type of HPP. Whereas RoR hydropower 
projects do not alter a river’s fl ow regime, the creation of a reservoir 
for storage hydropower entails a major environmental change by trans-
forming a fast-running river ecosystem into a still-standing artifi cial lake. 
[5.6.1.1–5.6.1.6]

Similar to a hydropower project’s ecological effects, the extent of its social 
impacts on the local and regional communities, land use, economy, health 
and safety or heritage varies according to project type and site-specifi c 
conditions. While RoR projects generally introduce little social change, 
the creation of a reservoir in a densely populated area can entail sig-
nifi cant challenges related to resettlement and impacts on the livelihoods 
of the downstream populations. Restoration and improvement of living 
standards of affected communities is a long-term and challenging task 
that has been managed with variable success in the past. Whether HPPs 
can contribute to fostering socioeconomic development depends largely 
on how the generated services and revenues are shared and distributed 
among different stakeholders. HPPs can also have positive impacts on 
the living conditions of local communities and the regional economy, not 
only by generating electricity but also by facilitating through the creation 
of freshwater storage schemes multiple other water-dependent activities, 
such as irrigation, navigation, tourism, fi sheries or suffi cient water sup-
ply to municipalities and industries while protecting against fl oods and 
droughts. [5.6.1.7–5.6.1.11]

The assessment and management of environmental and social impacts 
associated with, especially, larger HPPs represent a key challenge for 
hydropower development. Emphasizing transparency and an open, 
participatory decision-making process, the stakeholder consultation 
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approach is driving both present-day and future hydropower projects 
towards increasingly more environmentally friendly and sustainable solu-
tions. In many countries, a national legal and regulatory framework has 
been put in place to determine how hydropower projects shall be devel-
oped and operated, while numerous multilateral fi nancing agencies have 
developed their own guidelines and requirements to assess the economic, 
social and environmental performance of hydropower projects. [5.6.2] 

One of hydropower’s main environmental advantages is that it creates 
no atmospheric pollutants or waste associated with fuel combustion. 
However, all freshwater systems, whether they are natural or man-made, 
emit GHGs (e.g., CO2, methane) due to decomposing organic material. 
Lifecycle assessments (LCAs) carried out on hydropower projects have 
so far demonstrated the diffi culty of generalizing estimates of lifecycle 
GHG emissions for hydropower projects in all climatic conditions, pre-
impoundment land cover types, ages, hydropower technologies, and 
other project-specifi c circumstances. The multipurpose nature of most 
hydropower projects makes allocation of total impacts to the several 
purposes challenging. Many LCAs to date allocate all impacts of hydro-
power projects to the electricity generation function, which in some 
cases may overstate the emissions for which they are ‘responsible’. LCAs 
(Figure TS.5.2) that evaluate GHG emissions of HPPs during construction, 
operation and maintenance, and dismantling, show that the majority of 
lifecycle GHG emission estimates for hydropower cluster between about 
4 and 14 g CO2eq/kWh, but under certain scenarios there is potential to 
emit much larger quantities of GHGs, as shown by the outliers. [5.6.3.1]

While some natural water bodies and freshwater reservoirs may even 
absorb more GHGs than they emit, there is a defi nite need to prop-
erly assess the net change in GHG emissions induced by the creation 
of such reservoirs. All LCAs included in these assessments evaluated 
only gross GHG emissions from reservoirs. Whether reservoirs are net 
emitters of GHGs, considering emissions that would have occurred 
without the reservoir, is an area of active research. When considering 
net anthropogenic emissions as the difference in the overall carbon 
cycle between the situations with and without the reservoir, there is 
currently no consensus on whether reservoirs are net emitters or net 
sinks. Presently two international processes are investigating this issue: 
the UN Educational, Scientifi c and Cultural Organization/International 
Hydrological Programme research project and the IEA Hydropower 
Agreement Annex XII. [5.6.3.2]

5.7  Prospects for technology improvement 
and innovation

Though hydropower is a proven and well-advanced technology, there 
is still room for further improvement, for example, by optimizing opera-
tions, mitigating or reducing environmental impacts, adapting to new 
social and environmental requirements and implementing more robust 
and cost-effective technological solutions. Large hydropower turbines 
are now close to the theoretical limit for effi ciency, with up to 96% effi -
ciency when operated at the best effi ciency point, but this is not always 

possible and continued research is needed to make more effi cient oper-
ation possible over a broader range of fl ows. Older turbines can have 
lower effi ciency by design or reduced effi ciency due to corrosion and 
cavitation. There is therefore the potential to increase energy output 
by retrofi tting with new higher effi ciency equipment and usually also 
with increased capacity. Most of the existing electrical and mechanical 
equipment in operation today will need to be modernized during the 
next three decades, allowing for improved effi ciency and higher power 
and energy output. Typically, generating equipment can be upgraded 
or replaced with more technologically advanced electro-mechanical 
equipment two or three times during the lifetime of the project, making 
more effective use of the same fl ow of water. [5.7]

There is much ongoing technology innovation and material research 
aiming to extend the operational range in terms of head and discharge, 
and also to improve environmental performance, reliability and reduce 
costs. Some of the promising technologies under development are 
variable-speed and matrix technologies, fi sh-friendly turbines, hydro-
kinetic turbines, abrasive-resistant turbines, and new tunnelling and 
dam technologies. New technologies aiming at utilizing low (<15 m) 
or very low (<5 m) head may open up many sites for hydropower that 
have not been within reach of conventional technology. As most of the 
data available on hydropower potential are based on fi eld work pro-
duced several decades ago, when low-head hydropower was not a high 
priority, existing data on low-head hydropower potential may not be 
complete. Finally, there is a signifi cant potential for improving opera-
tion of HPPs by utilizing new methods for optimizing plant operation. 
[5.7.1–5.7.8]

5.8  Cost trends

Hydropower is often economically competitive with current market 
energy prices, though the cost of developing, deploying and operating 
new hydropower projects will vary from project to project. Hydropower 
projects often require a high initial investment, but have the advantage 
of very low O&M costs and a long lifespan. [5.8]

Investment costs for hydropower include costs of planning; licensing; 
plant construction; impact reductions for fi sh and wildlife, recreational, 
historical and archaeological sites; and water quality monitoring. Overall, 
there are two major cost groups: the civil construction costs, which 
normally are the greatest costs of the hydropower project; and electro-
mechanical equipment costs. The civil construction costs follow the price 
trends in the country where the project is going to be developed. In the 
case of countries with economies in transition, the costs are likely to be 
relatively low due to the use of local labour and local materials. The costs 
of electromechanical equipment follow the tendency of prices at a global 
level. [5.8.1]

Based on a standardized methodology outlined in Annex II and the cost 
and performance data summarized in Annex III, the LCOE for hydro-
power projects over a large set and range of input parameters has been 
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Figure TS.5.2 | Life-cycle GHG emissions of hydropower technologies (unmodifi ed literature values, after quality screen). See Annex I for details of literature search and citations of 
literature contributing to the estimates displayed. Surface emissions from reservoirs are referred to as gross GHG emissions. [Figure 5.15] 

calculated to range from as low as US cent2005 1.1/kWh to US cent2005 

15/kWh, depending on site-specifi c parameters for investment costs of 
each project and on assumptions regarding the discount rate, capacity 
factor, lifetime and O&M costs. [1.3.2, 5.8, 10.5.1, Annex II, Annex III]

Figure TS.5.3 presents the LCOE for hydropower projects over a 
somewhat different and more typical set and range of parameters 
consistent with the majority of hydropower projects, and does so as a 
function of capacity factor while applying different investment costs 
and discount rates.

Capacity factors will be determined by hydrological conditions, 
installed capacity and plant design, and the way the plant is operated. 
For power plant designs intended for maximum energy production 
(base-load) and/or with some regulation, capacity factors will often 
be from 30 to 60%, with average capacity factors for different world 
regions shown in the graph. For peaking-type power plants, the 
capacity factor can be even lower, whereas capacity factors for RoR 
systems vary across a wide range (20 to 95%) depending on the geo-
graphical and climatological conditions, technology, and operational 
characteristics. For an average capacity factor of 44% and investment 

costs between USD2005 1,000/kW and USD2005 3,000/kW, the LCOE 
ranges from US cent2005 2.5/kWh to US cent2005 7.5/kWh.

Most of the projects developed in the near-term future (up to 2020) 
are expected to have investment costs and LCOE in this range, though 
projects with both lower and higher costs are possible. Under good 
conditions, the LCOE of hydropower can be in the range of US cent2005 
3/kWh to US cent2005 5/kWh. [5.8.3, 8.2.1.2, Annex III]

There is relatively little information on historical trends in hydro-
power costs in the literature. One reason for this—besides the fact 
that project costs are highly site-specifi c—may be the complex cost 
structure for hydropower plants, where some components may have 
decreasing cost trends (e.g., tunnelling costs), while others may have 
increasing cost trends (e.g., social and environmental mitigation 
costs). [5.8.4] 

One complicating factor when considering the cost of hydropower is 
that, for multipurpose reservoirs, there is a need to share or allocate 
the cost of serving other water uses like irrigation, fl ood control, navi-
gation, roads, drinking water supply, fi sh, and recreation. There are 
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Figure TS.5.3 | Recent and near-term estimated levelized cost of hydropower (a) as a function of capacity factor and investment cost*, ***; and (b) as a function of capacity factor 
and discount rate**,***. [Figure 5.20]

Notes: * Discount rate is assumed to equal 7%. ** Investment cost is assumed to be USD 2,000/kW. *** Annual O&M cost is assumed at 2.5%/yr of investment cost and plant 
lifetime as 60 years.

different methods of allocating the cost to individual purposes, each 
of which has advantages and drawbacks. The basic rules are that the 
allocated cost to any purpose does not exceed that benefi t of that 
purpose and each purpose will be carried out at its separable cost. 
Separable cost for any purpose is obtained by subtracting the cost of 
a multipurpose project without that purpose from the total cost of 
the project with the purpose included. Merging economic elements 
(energy and water selling prices) with social benefi ts (supplying water 
to farmers in case of lack of water) and the value of the environment 
(to preserve a minimum environmental fl ow) is becoming a tool for 
consideration of cost sharing for multipurpose reservoirs. [5.8.5] 

5.9  Potential deployment 

Hydropower offers a signifi cant potential for near- and long-term car-
bon emissions reduction. On a global basis, the hydropower resource is 
unlikely to constrain further development in the near to medium term, 
though environmental and social concerns may limit deployment oppor-
tunities if not carefully managed. [5.9]

So far, only 25% of the hydropower potential has been developed across 
the world (that is, 3,551 TWh out of 14,575 TWh) (12.78 EJ out of 52.47 
EJ). The different long-term prospective scenarios propose a continuous 
increase for the next decades. The increase in hydropower capacity over 
the last 10 years is expected by several studies to continue in the near to 
medium term: from 926 GW in 2009 to between 1,047 and 1,119 GW by 
2015; an annual addition ranging from 14 to 25 GW. [5.9, 5.9.1] 

The reference-case projections presented in Chapter 10 (based on 164 
analyzed longer-term scenarios) show hydropower’s role in the global 
energy supply covering a broad range, with a median of roughly 13 EJ 

(3,600 TWh) in 2020, 16 EJ (4,450 TWh) in 2030 and 19 EJ (5,300 TWh) 
in 2050. 12.78 EJ was reached already in 2009 and thus the average 
estimate of 13 EJ for 2020 has probably been exceeded today. Also, 
some scenario results provide lower values than the current installed 
capacity for 2020, 2030 and 2050, which is counterintuitive given, for 
example, hydropower’s long lifetimes, its signifi cant market potential 
and other important services. These results could maybe be explained by 
model/scenario weaknesses (see discussions in Section 10.2.1.2 of this 
report). Growth of hydropower is therefore projected to occur even in 
the absence of GHG mitigation policies, even with hydropower’s median 
contribution to global electricity supply dropping from about 16% today 
to less than 10% by 2050. As GHG mitigation policies are assumed to 
become more stringent in the alternative scenarios, the contribution of 
hydropower grows: by 2030, hydropower’s median contribution equals 
roughly 16.5 EJ (4,600 TWh) in the 440 to 600 and <440 ppm CO2 stabi-
lization ranges (compared to the median of 15 EJ in the baseline cases), 
increasing to about 19 EJ by 2050 (compared to the median of 18 EJ in 
the baseline cases). [5.9.2]

Regional projections of hydropower generation in 2035 show a 98% 
increase in the Asia Pacifi c region compared to 2008 levels and a 104% 
increase in Africa. Brazil is the main driving force behind the projected 
46% increase in hydropower generation in the South and Central 
America region over the same time period. North America and Europe/
Eurasia expect more modest increases of 13 and 27%, respectively, 
over the period. [5.9.2]

Overall, evidence suggests that relatively high levels of deployment in 
the next 20 years are feasible. Even if hydropower’s share in global 
electricity supply decreases by 2050, hydropower would remain an 
attractive RE source within the context of global carbon mitigation 
scenarios. Furthermore, increased development of storage hydropower 



87

Summaries Technical Summary

may enable investment into water management infrastructure, which 
is needed in response to growing problems related to water resources. 
[5.9.3] 

5.10  Integration into water management 
systems

Water, energy and climate change are inextricably linked. Water avail-
ability is crucial for many energy technologies, including hydropower, 
while energy is needed to secure water supply for agriculture, indus-
tries and households, in particular in water-scarce areas in developing 
countries. This close relationship has led to the understanding that the 
water-energy nexus must be addressed in a holistic way, in particular 
with regard to climate change and sustainable development. Providing 
energy and water for sustainable development may require improved 
regional and global water governance. As it is often associated with the 
creation of water storage facilities, hydropower is at the crossroads of 
these issues and can play an important role in enhancing both energy 
and water security. [5.10] 

Today, about 700 million people live in countries experiencing water stress 
or scarcity. By 2035, it is projected that three billion people will be living 
in conditions of severe water stress. Many countries with limited water 
availability depend on shared water resources, increasing the risk of con-
fl ict over these scarce resources. Therefore, adaptation to climate change 
impacts will become very important in water management. [5.10.1]

In a context where multipurpose hydropower can be a tool to mitigate 
both climate change and water scarcity, these projects may have an 
enabling role beyond the electricity sector as a fi nancing instrument for 
reservoirs, helping to secure freshwater availability. However, multiple 
uses may increase the potential for confl icts and reduce energy produc-
tion during times of low water levels. As major watersheds are shared by 
several nations, regional and international cooperation is crucial. Both 
intergovernmental agreements and initiatives by international institu-
tions are actively supporting these important processes. [5.10.2, 5.10.3]

6. Ocean Energy

6.1  Introduction

Ocean energy offers the potential for long-term carbon emissions reduc-
tion but is unlikely to make a signifi cant short-term contribution before 
2020 due to its nascent stage of development. The theoretical potential of 
7,400 EJ/yr contained in the world’s oceans easily exceeds present human 
energy requirements. Government policies are contributing to accelerate 
the deployment of ocean energy technologies, heightening expectations 

that rapid progress may be possible. The six main classes of ocean energy 
technology offer a diversity of potential development pathways, and most 
offer potentially low environmental impacts as currently understood. 
There are encouraging signs that the investment cost of ocean energy 
technologies and the levelized cost of electricity generated will decline 
from their present non-competitive levels as R&D and demonstrations 
proceed, and as deployment occurs. Whether these cost reductions are 
suffi cient to enable broad-scale deployment of ocean energy is the most 
critical uncertainty in assessing the future role of ocean energy in mitigat-
ing climate change. [6 ES, 6.1]

6.2  Resource potential

Ocean energy can be defi ned as energy derived from technologies that 
utilize seawater as their motive power or harness the water’s chemical 
or heat potential. The RE resource in the ocean comes from six distinct 
sources, each with different origins and each requiring different technolo-
gies for conversion. These sources are:

Wave energy derived from the transfer of the kinetic energy of the wind 
to the upper surface of the ocean. The total theoretical wave energy 
resource is 32,000 TWh/yr (115 EJ/yr), but the technical potential is likely 
to be substantially less and will depend on development of wave energy 
technologies. [6.2.1]

Tidal range (tidal rise and fall) derived from gravitational forces of 
the Earth-Moon-Sun system. The world’s theoretical tidal power poten-
tial is in the range of 1 to 3 TW, located in relatively shallow waters. 
Again, technical potential is likely to be signifi cantly less than theoreti-
cal potential. [6.2.2] 

Tidal currents derived from water fl ow that results from the fi lling and 
emptying of coastal regions associated with tides. Current regional esti-
mates of tidal current technical potential include 48 TWh/yr (0.17 EJ) 
for Europe and 30 TWh/yr (0.11EJ/yr) for China. Commercially attractive 
sites have also been identifi ed in the Republic of Korea, Canada, Japan, 
the Philippines, New Zealand and South America. [6.2.3]

Ocean currents derived from wind-driven and thermohaline ocean 
circulation. The best-characterized system of ocean currents is the Gulf 
Stream in North America, where the Florida Current has a technical 
potential for 25 GW of electricity capacity. Other regions with poten-
tially promising ocean circulation include the Agulhas/Mozambique 
Currents off South Africa, the Kuroshio Current off East Asia and the 
East Australian Current. [6.2.4]

Ocean thermal energy conversion (OTEC) derived from temperature 
differences arising from solar energy stored as heat in upper ocean lay-
ers and colder seawater, generally below 1,000 m. Although the energy 
density of OTEC is relatively low, the overall resource potential is much 
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larger than for other forms of ocean energy. One 2007 study estimates 
that about 44,000 TWh/yr (159 EJ/yr) of steady-state power may be pos-
sible. [6.2.5]

Salinity gradients (osmotic power) derived from salinity differences 
between fresh and ocean water at river mouths. The theoretical potential 
of salinity gradients is estimated at 1,650 TWh/yr (6 EJ/yr). [6.2.6]

Figure TS.6.1 provides examples of how selected ocean energy resources 
are distributed across the globe. Some ocean energy resources, such as 

ocean currents or power from salinity gradients, are globally distrib-
uted. Ocean thermal energy is principally located in the Tropics around 
the equatorial latitudes (latitudes 0° to 35°), whilst the highest annual 
wave power occurs between latitudes of 30° to 60°. Wave power in the 
southern hemisphere undergoes smaller seasonal variation than in the 
northern hemisphere. Ocean currents, ocean thermal energy, salinity 
gradients and, to some extent, wave energy are consistent enough to 
generate base-load power. Given the early state of the available literature 
and the substantial uncertainty in ocean energy’s technical potential, the 
estimates for technical ocean energy potential vary widely. [6.2.1–6.2.6]
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Figure TS.6.1a-c | Global distribution of various ocean energy resources: (a) Wave power; (b) Tidal range, (c) Ocean thermal energy. [Figures 6.1, 6.2, 6.4]
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6.3  Technology and applications

The current development status of ocean energy technologies ranges 
from the conceptual and pure R&D stages to the prototype and dem-
onstration stage, and only tidal range technology can be considered 
mature. Presently there are many technology options for each ocean 
energy source and, with the exception of tidal range barrages, technol-
ogy convergence has not yet occurred. Over the past four decades, other 
marine industries (primarily offshore oil and gas) have made signifi cant 
advances in the fi elds of materials, construction, corrosion, submarine 
cables and communications. Ocean energy is expected to directly ben-
efi t from these advances. [6.3.1] 

Many wave energy technologies representing a range of operating 
principles have been conceived, and in many cases demonstrated, to 
convert energy from waves into a usable form of energy. Major vari-
ables include the method of wave interaction with respective motions 
(heaving, surging, pitching) as well as water depth (deep, intermedi-
ate, shallow) and distance from shore (shoreline, near-shore, offshore). 
Wave energy technologies can be classifi ed into three groups: oscillating 
water columns (OWC: shore-based, fl oating), oscillating bodies (surface 
buoyant, submerged), and overtopping devices (shore-based, fl oating). 
[6.2.3] Principles of operation are presented in Figure TS.6.2.

Tidal range energy can be harnessed by the adaptation of river-based 
hydroelectric dams to estuarine situations, where a barrage encloses an 
estuary. The barrage may generate electricity on both the ebb and fl ood 

tides and some future barrages may have multiple basins to enable 
almost continuous generation. The most recent technical concepts are 
stand-alone offshore ‘tidal lagoons’. [6.3.3]

Technologies to harness power from tidal and ocean currents are also 
under development, but tidal energy turbines are more advanced. Some 
of the tidal/ocean current energy technologies are similar to mature 
wind turbine generators but submarine turbines must also account for 
reversing fl ow, cavitation at blade tips and harsh underwater marine 
conditions. Tidal currents tend to be bidirectional, varying with the tidal 
cycle, and relatively fast-fl owing, compared with ocean currents, which 
are usually unidirectional and slow-moving but continuous. Converters 
are classifi ed by their principle of operation into axial fl ow turbines, 
cross fl ow turbines and reciprocating devices as presented in Figure 
TS.6.3. [6.3.4]

Ocean thermal energy conversion (OTEC) plants use the temperature 
differences between warm seawater from the ocean surface and cool 
seawater from depth (1,000 m is often used as a reference level) to 
produce electricity. Open-cycle OTEC systems use seawater directly 
as the circulating fl uid, whilst closed-cycle systems use heat exchang-
ers and a secondary working fl uid (most commonly ammonia) to drive 
a turbine. Hybrid systems use both open- and closed-cycle operation. 
Although there have been trials of OTEC technologies, problems have 
been encountered with maintenance of vacuums, heat exchanger bio-
fouling and corrosion issues. Current research is focused on overcoming 
these problems. [6.3.5]

(d)

Equatorial Counter

N. Equatorial

S. Equatorial 

N. Equatorial

Equatorial Counter

S. Equatorial 

N. Equatorial

Equatorial Counter

S. Equatorial 

N. Equatorial

Equatorial Counter

S. Equatorial 

W. Australia E. Australia
Agulhas

S. Indian

Antarctic Circumpolar

S. Pacific

N. Pacific

Kuroshio

N. Atlantic
Drift

Gulf Stream

N. Atlantic
Drift

Canary

Peru

Antarctic Circumpolar

Antarctic Subpolar Antarctic Subpolar

Antarctic Circumpolar

S. AtlanticS. Pacific

Brazil
Benguela

Oyashio
Alaska

California
N. Pacific

Figure TS.6.1d | Global distribution of various ocean energy resources: (d) Ocean currents. [Figure 6.3]



90

Technical Summary Summaries

Figure TS.6.2a/b | Type of wave energy converter and its operation: oscillating water column device. [Figure 6.6] (design by the National Renewable Energy Laboratory (NREL))
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The salinity gradient between freshwater from rivers and seawater can be 
utilized as a source of power with at least two concepts under develop-
ment. The reversed electro dialysis (RED) process is a concept in which 
the difference in chemical potential between the two solutions is the driv-
ing force (Figure TS.6.4). The pressure-retarded osmosis, or osmotic power 
process, utilizes the concept of naturally occurring osmosis, a hydraulic 
pressure potential, caused by the tendency of freshwater to mix with sea-
water due to the difference in salt concentration (Figure TS.6.5). [6.3.6]

6.4  Global and regional status of the 
markets and industry development

R&D projects on wave and tidal current energy technologies have prolif-
erated over the past two decades, with some now reaching the full-scale 
pre-commercial prototype stage. Presently, the only full-size and opera-
tional ocean energy technology available is the tidal barrage, of which 
the best example is the 240 MW La Rance Barrage in north-western 
France, completed in 1966. The 254 MW Sihwa Barrage (South Korea) is 
due to become operational in 2011. Technologies to develop other ocean 
energy sources including OTEC, salinity gradients and ocean currents are 
still at the conceptual, R&D or early prototype stages. Currently, more 
than 100 different ocean energy technologies are under development in 
over 30 countries. [6.4.1]

The principal investors in ocean energy R&D and deployments are 
national, federal and state governments, followed by major energy utili-
ties and investment companies. National and regional governments are 
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Figure TS.6.2c/d | Wave energy converters and their operation: (left) oscillating body 
device; and (right) overtopping device. [Figure 6.6] (design by the National Renewable 
Energy Laboratory (NREL))
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Figure TS.6.3 | Tidal current energy converters and their operation: (Top left) twin turbine 
horizontal axis device; (Bottom left) cross-fl ow device; and (Top right) vertical axis device. 
[Figure 6.8]
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particularly supportive of ocean energy through a range of fi nancial, 
regulatory and legislative initiatives to support developments. [6.4.7]

Industrial involvement in ocean energy is at a very early stage and there 
is no manufacturing industry for these technologies at present. The 
growth of interest may lead to the transfer of capacity, skills and capa-
bilities from related industries, combined with new specifi c innovative 
aspects. One interesting feature of ocean energy is the development of a 

number of national marine energy testing centres and these are becom-
ing foci for device testing, certifi cation and advanced R&D. [6.4.1.2]

The status of industry development can be assessed by the current and 
recent deployments of ocean energy systems.

Wave energy: A number of shore-based wave energy prototypes are 
operating around the world. Two OWC devices have been operational in 
Portugal and Scotland for approximately a decade, while two other off-
shore OWC devices have been tested at prototype scale in Australia and 
Ireland. Another OWC was operational off the southern coast of India 
between 1990 and 2005. A number of companies in Australia, Brazil, 
Denmark, Finland, Ireland, Norway, Portugal, Spain, Sweden, New Zealand, 
the UK and the USA have been testing pilot scale or pre-commercial proto-
types at sea, with the largest being 750 kW. [6.4.2]

Tidal range: The La Rance 240 MW plant in France has been operational 
since 1966. Other smaller projects have been commissioned since then 
in China, Canada and Russia. The Sihwa barrage 254 MW plant in Korea 
will be commissioned during 2011, and several other large projects are 
under consideration. [6.4.3]

Tidal and ocean currents: There are probably more than 50 tidal cur-
rent devices at the proof-of-concept or prototype development stage, 
but large-scale deployment costs are yet to be demonstrated. The most 
advanced example is the SeaGen tidal turbine, which was installed near 
Northern Ireland and has delivered electricity into the electricity grid for 
more than one year. An Irish company has tested its open-ring turbine 
in Scotland, and more recently in Canada. Two companies have dem-
onstrated horizontal-axis turbines at full scale in Norway and Scotland, 
whilst another has demonstrated a vertical-axis turbine in Italy. Lastly, 
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a reciprocating device was demonstrated in the UK in 2009. No pilot or 
demonstration plants have been deployed for ocean currents to date, 
although much larger scales are envisioned if technologies are able to 
capture the slower-velocity currents. [6.4.4]

OTEC: Japan, India, the USA and several other countries have tested pilot 
OTEC projects. Many have experienced engineering challenges related to 
pumping, vacuum retention and piping. Larger-scale OTEC developments 
could have signifi cant markets in tropical maritime nations, including 
the Pacifi c Islands, Caribbean Islands, and Central American and African 
nations if the technology develops to the point of being a cost-effective 
energy supply option. [6.4.5]

Salinity gradients: Research into osmotic power is being pursued in 
Norway, with a prototype in operation since 2009 as part of a drive 
to deliver a commercial osmotic power plant. At the same time, the 
RED technology has been proposed for retrofi tting the 75-year-old 
Afsluitdijk dike in The Netherlands. [6.4.6]

6.5  Environmental and social impacts

Ocean energy does not directly emit CO2 during operation; however, 
GHG emissions may arise from different aspects of the lifecycle of 
ocean energy systems, including raw material extraction, component 
manufacturing, construction, maintenance and decommissioning. 
A comprehensive review of lifecycle assessment studies published 
since 1980 suggests that lifecycle GHG emissions from wave and tidal 
energy systems are less than 23 g CO2eq/kWh, with a median esti-
mate of lifecycle GHG emissions of around 8 g CO2eq/kWh for wave 
energy. Insuffi cient studies are available to estimate lifecycle emis-
sions from the other classes of ocean energy technology. Regardless, 
in comparison to fossil energy generation technologies, the lifecycle 
GHG emissions from ocean energy devices appear low. [6.5.1]

The local social and environmental impacts of ocean energy proj-
ects are being evaluated as actual deployments multiply, but can be 
estimated based on the experience of other maritime and offshore 
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Figure TS.6.4 | Reversed electro dialysis (RED) system. [Figure 6.9]
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Figure TS.6.5 | Pressure-retarded osmosis (PRO) process. [Figure 6.10]

industries. Environmental risks from ocean energy technologies appear 
to be relatively low, but the early stage of ocean energy deployment 
creates uncertainty about the degree to which social and environmen-
tal concerns might eventually constrain development. [6 ES]

Each ocean power technology has its own specifi c set of environmen-
tal and social impacts. Possible positive effects from ocean energy 
may include avoidance of adverse effects on marine life by virtue of 
reducing other human activities in the area around the ocean devices, 
and the strengthening of energy supply and regional economic 
growth, employment and tourism. Negative effects may include a 
reduction in visual amenity and loss of access to space for competing 
users, noise during construction, noise and vibration during operation, 
electromagnetic fi elds, disruption to biota and habitats, water qual-
ity changes and possible pollution, for instance from chemical or oil 
leaks, and other limited specifi c impacts on local ecosystems. [6.5.2] 

6.6 Prospects for technology improvement, 
innovation and integration

As emerging technologies, ocean energy devices have the potential 
for signifi cant technological advances. Not only will device-specifi c 
R&D and deployment be important to achieving these advances, but 
technology improvements and innovation in ocean energy converters 
are also likely to be infl uenced by developments in related fi elds. [6.6]

Integration of ocean energy into wider energy networks will need to 
recognize the widely varying generation characteristics arising from 

the different resources. For example, electricity generation from tidal 
stream resources shows very high variability over one to four hours, yet 
extremely limited variability over monthly or longer time horizons. [6.6]

6.7  Cost trends

Commercial markets are not yet driving marine energy technology devel-
opment. Government-supported R&D and national policy incentives are 
the key motivations. Because none of the ocean energy technologies but 
tidal barrages are mature (experience with other technologies is only now 
becoming available for validation of demonstration/prototype devices), it 
is diffi cult to accurately assess the economic viability of most ocean energy 
technologies. [6.7.1]

Table TS.6.1 shows the best available data for some of the primary cost 
factors that affect the levelized cost of electricity by each of the ocean 
energy sub-types. In most cases, these cost and performance parameters 
are based on sparse information due to the lack of peer-reviewed refer-
ence data and actual operating experience, and in many cases therefore 
refl ect estimated cost and performance assumptions based on engineering 
knowledge. Present-day investment costs were found in a few instances 
but are based on a small sample of projects and studies, which may not be 
representative of the entire industry. [6.7.1]

Based on a standardized methodology outlined in Annex II and the cost 
and performance data summarized in Annex III, the LCOE for tidal bar-
rages (which is currently the only commercially available ocean energy 
technology) over a large set and range of input parameters has been 
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calculated to range from US cent2005 12/kWh to US cent2005 32/kWh. This 
range should, however, only be considered as indicative given the pres-
ent state of deployment experience. [1.3.2, 6.7.1, 6.7.3, 10.5.1, Annex II, 
Annex III]

Because of the early stage of technology development, estimates of future 
costs for ocean energy should be considered speculative. Nonetheless, the 
cost of ocean energy is expected to decline over time as R&D, demonstra-
tions, and deployments proceed. [6.7.1–6.7.5]

6.8  Potential deployment

Until about 2008, ocean energy was not considered in any of the 
major global energy scenario modelling activities and therefore its 
potential impact on future world energy supplies and climate change 
mitigation is just now beginning to be investigated. As such, the 
results of the published scenarios literature as they relate to ocean 
energy are sparse and preliminary, refl ecting a wide range of possible 

outcomes. Specifi cally, scenarios for ocean energy deployment are 
considered in only three major sources here: Energy [R]evolution (E[R]) 
2010, IEA World Energy Outlook (WEO) 2009 and Energy Technology 
Perspectives (ETP) 2010. Multiple scenarios were considered in the 
E[R] and the ETP reports and a single reference scenario was docu-
mented in the WEO report. Each scenario is summarized in Table TS.6.2. 

This preliminary presentation of scenarios that describe alternative levels 
of ocean energy deployment is among the fi rst attempts to review the 
potential role of ocean energy in the medium- to long-term scenarios 
literature with the intention of establishing the potential contribution of 
ocean energy to future energy supplies and climate change mitigation. 
As shown by the limited number of existing scenarios, ocean energy has 
the potential to help mitigate long-term climate change by offsetting 
GHG emissions with projected deployments resulting in energy delivery 
of up to 1,943 TWh/yr (~7 EJ/yr) by 2050. Other scenarios have been 
developed that indicate deployment as low as 25 TWh/yr (0.9 EJ/yr) from 
ocean energy. The wide range in results is based in part on uncertainty 
about the degree to which climate change mitigation will drive energy 

Table TS.6.2 | Main characteristics of medium- to long-term scenarios from major published studies that include ocean energy. [Table 6.5]

Deployment TWh/yr (PJ/yr) GW

Scenario 2010 2020 2030 2050 2050 Notes

Energy [R]evolution - Reference N/A
3 

(10.8)
11

(36.6)
25

(90)
N/A No policy changes

Energy [R]evolution N/A
53

(191)
128

(461)
678

(2,440)
303 Assumes 50% carbon reduction

Energy [R]evolution – Advanced N/A
119

(428)
420

(1,512)
1,943

(6,994)
748 Assumes 80% carbon reduction

WEO 2009 N/A
3

(10.8)
13

(46.8)
N/A N/A Basis for E[R] reference case

ETP BLUE map 2050 N/A N/A N/A
133

(479)
N/A Power sector is virtually decarbonized

ETP BLUE map no CCS 2050 N/A N/A N/A
274

(986)
N/A

BLUE Map Variant – Carbon capture and storage is found 
to not be possible

ETP BLUE map hi NUC 2050 N/A N/A N/A
99

(356)
N/A

BLUE Map Variant – Nuclear share is increased to 2,000 
GW

ETP BLUE Map hi REN 2050 N/A N/A N/A
552

(1,987)
N/A BLUE Map Variant – Renewable share is increased to 75%

ETP BLUE map 3% N/A N/A N/A
401

(1,444)
N/A

BLUE Map Variant – Discount rates are set to 3% for 
energy generation projects.

Table TS.6.1 | Summary of core available cost and performance parameters for all ocean energy technology sub-types. [Table 6.3]

Ocean Energy Technology
Investment Costs 

(USD2005/kW)
Annual O&M Costs 

(USD2005/kW)
Capacity Factor (CF)

(%)
Design Life

(years)

Wave 6,200–16,100 180 25–40 20

Tidal Range 4,500–5,000 100 22.5–28.5 40

Tidal Current 5,400–14,300 140 26–40 20

Ocean Current N/A N/A N/A 20

Ocean Thermal 4,200–12,3001 N/A N/A 20

Salinity Gradient N/A N/A N/A 20

Note: 1. Cost fi gures for ocean thermal energy have not been converted to 2005 USD.
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sector transformation, but for ocean energy, is also based on inherent 
uncertainty as to when and if various ocean energy technologies become 
commercially available at attractive costs. To better understand the pos-
sible role of ocean energy in climate change mitigation, not only will 
continued technical advances be necessary, but the scenarios model-
ling process will need to increasingly incorporate the range of potential 
ocean energy technology sub-types, with better data for resource poten-
tial, present and future investment costs, O&M costs, and anticipated 
capacity factors. Improving the availability of the data at global and 
regional scales will be an important ingredient to improving coverage of 
ocean energy in the scenarios literature. [6.8.4]

7.  Wind Energy

7.1  Introduction

Wind energy has been used for millennia in a wide range of applica-
tions. The use of wind energy to generate electricity on a commercial 
scale, however, became viable only in the 1970s as a result of technical 
advances and government support. A number of different wind energy 
technologies are available across a range of applications, but the pri-
mary use of wind energy of relevance to climate change mitigation is to 
generate electricity from larger, grid-connected wind turbines, deployed 
either on land (‘onshore’) or in sea- or freshwater (‘offshore’).11 [7.1]

Wind energy offers signifi cant potential for near-term (2020) and 
long-term (2050) GHG emissions reductions. The wind power capac-
ity installed by the end of 2009 was capable of meeting roughly 1.8% 
of worldwide electricity demand, and that contribution could grow 
to in excess of 20% by 2050 if ambitious efforts are made to reduce 
GHG emissions and to address other impediments to increased wind 
energy deployment. Onshore wind energy is already being deployed at 
a rapid pace in many countries, and no insurmountable technical bar-
riers exist that preclude increased levels of wind energy penetration 
into electricity supply systems. Moreover, though average wind speeds 
vary considerably by location, ample technical potential exists in most 
regions of the world to enable signifi cant wind energy deployment. In 
some areas with good wind resources, the cost of wind energy is already 
competitive with current energy market prices, even without consider-
ing relative environmental impacts. Nonetheless, in most regions of the 
world, policy measures are still required to ensure rapid deployment. 
Continued advancements in on- and offshore wind energy technology 
are expected, however, further reducing the cost of wind energy and 
improving wind energy’s GHG emissions reduction potential. [7.9] 

11 Smaller wind turbines, higher-altitude wind electricity, and the use of wind energy in 
mechanical and propulsion applications are only briefl y discussed in Chapter 7.

7.2  Resource potential

The global technical potential for wind energy is not fi xed, but is instead 
related to the status of the technology and assumptions made regarding 
other constraints to wind energy development. Nonetheless, a growing 
number of global wind resource assessments have demonstrated that 
the world’s technical potential exceeds current global electricity produc-
tion. [7.2] 

No standardized approach has been developed to estimate the global 
technical potential of wind energy: the diversity in data, methods, 
assumptions, and even defi nitions for technical potential complicate 
comparisons. The AR4 identifi ed the technical potential for onshore 
wind energy as 180 EJ/yr (50,000 TWh/yr). Other estimates of the 
global technical potential for wind energy that consider relatively more 
development constraints range from a low of 70 EJ/yr (19,400 TWh/
yr) (onshore only) to a high of 450 EJ/yr (125,000 TWh/yr) (on- and 
near-shore). This range corresponds to roughly one to six times global 
electricity production in 2008, and may understate the technical poten-
tial due to several of the studies relying on outdated assumptions, the 
exclusion or only partial inclusion of offshore wind energy in some of 
the studies, and methodological and computing limitations. Estimates 
of the technical potential for offshore wind energy alone range from 15 
EJ/yr to 130 EJ/yr (4,000 to 37,000 TWh/yr) when only considering rela-
tively shallower and near-shore applications; greater technical potential 
is available if also considering deeper-water applications that might rely 
on fl oating wind turbine designs. [7.2.1]

Regardless of whether existing estimates under- or overstate the techni-
cal potential for wind energy, and although further advances in wind 
resource assessment methods are needed, it is evident that the techni-
cal potential of the resource itself is unlikely to be a limiting factor for 
global wind energy deployment. Instead, economic constraints associ-
ated with the cost of wind energy, institutional constraints and costs 
associated with transmission access and operational integration, and 
issues associated with social acceptance and environmental impacts are 
likely to restrict growth well before any absolute limit to the global tech-
nical potential is encountered. [7.2.1]

In addition, ample technical potential exists in most regions of the world 
to enable signifi cant wind energy deployment. The wind resource is not 
evenly distributed across the globe nor uniformly located near popu-
lation centres, however, and wind energy will therefore not contribute 
equally in meeting the needs of every country. The technical potentials 
for onshore wind energy in OECD North America and Eastern Europe/
Eurasia are found to be particularly sizable, whereas some areas of 
non-OECD Asia and OECD Europe appear to have more limited onshore 
technical potential. Figure TS.7.1, a global wind resource map, also 
shows limited technical potential in certain areas of Latin America 
and Africa, though other portions of those continents have signifi cant 
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technical potential. Recent, detailed regional assessments have gener-
ally found the size of the wind resource to be greater than estimated in 
previous assessments. [7.2.2]

Global climate change may alter the geographic distribution and/or 
the inter- and intra-annual variability of the wind resource, and/or the 
quality of the wind resource, and/or the prevalence of extreme weather 
events that may impact wind turbine design and operation. Research 
to date suggests that it is unlikely that multi-year annual mean wind 
speeds will change by more than a maximum of ±25% over most of 
Europe and North America during the present century, while research 

covering northern Europe suggests that multi-year annual mean wind 
power densities will likely remain within ±50% of current values. Fewer 
studies have been conducted for other regions of the world. Though 
research in this fi eld is nascent and additional study is warranted, 
research to date suggests that global climate change may alter the 
geographic distribution of the wind resource, but that those effects are 
unlikely to be of a magnitude to greatly impact the global potential for 
wind energy deployment. [7.2.3]

7.3  Technology and applications

Modern, commercial grid-connected wind turbines have evolved from 
small, simple machines to large, highly sophisticated devices. Scientifi c 
and engineering expertise and advances, as well as improved compu-
tational tools, design standards, manufacturing methods and O&M 
procedures, have all supported these technology developments. [7.3]

Generating electricity from the wind requires that the kinetic energy 
of moving air be converted to electrical energy, and the engineering 
challenge for the wind energy industry is to design cost-effective wind 
turbines and power plants to perform this conversion. Though a variety 
of turbine confi gurations have been investigated, commercially avail-
able turbines are primarily horizontal-axis machines with three blades 
positioned upwind of the tower. In order to reduce the levelized cost of 
wind energy, typical wind turbine sizes have grown signifi cantly (Figure 
TS.7.2), with the largest fraction of onshore wind turbines installed 
globally in 2009 having a rated capacity of 1.5 to 2.5 MW. As of 2010, 
onshore wind turbines typically stand on 50- to 100-m towers, with 
rotors that are often 50 to 100 m in diameter; commercial machines 

Figure TS.7.2 | Growth in size of typical commercial wind turbines. [Figure 7.6]
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with rotor diameters and tower heights in excess of 125 m are operat-
ing, and even larger machines are under development. Onshore wind 
energy technology is already being commercially manufactured and 
deployed at a large scale. [7.3.1]

Offshore wind energy technology is less mature than onshore, with 
higher investment costs. Lower power plant availabilities and higher 
O&M costs have also been common both because of the comparatively 
less mature state of the technology and because of the inherently greater 
logistical challenges of maintaining and servicing offshore turbines. 
Nonetheless, considerable interest in offshore wind energy exists in the 
EU and, increasingly, in other regions. The primary motivation to develop 
offshore wind energy is to provide access to additional wind resources 
in areas where onshore wind energy development is constrained by lim-
ited technical potential and/or by planning and siting confl icts with other 
land uses. Other motivations include the higher-quality wind resources 
located at sea; the ability to use even larger wind turbines and the 
potential to thereby gain additional economies of scale; the ability to 
build larger power plants than onshore, gaining plant-level economies 
of scale; and a potential reduction in the need for new, long-distance, 
land-based transmission infrastructure to access distant onshore wind 
energy. To date, offshore wind turbine technology has been very similar 
to onshore designs, with some modifi cations and with special founda-
tions. As experience is gained, water depths are expected to increase and 
more exposed locations with higher winds will be utilized. Wind energy 
technology specifi cally tailored for offshore applications will become 
more prevalent as the offshore market expands, and it is expected tha t 
larger turbines in the 5 to 10 MW range may come to dominate this seg-
ment. [7.3.1.3]

Alongside the evolution of wind turbine design, improved design and 
testing methods have been codifi ed in International Electrotechnical 
Commission standards. Certifi cation agencies rely on accredited design 
and testing bodies to provide traceable documentation demonstrating 
conformity with the standards in order to certify that turbines, compo-
nents or entire wind power plants meet common guidelines relating to 
safety, reliability, performance and testing. [7.3.2] 

From an electric system reliability perspective, an important part of the 
wind turbine is the electrical conversion system. For modern turbines, 
variable-speed machines now dominate the market, allowing for the 
provision of real and reactive power as well as some fault ride-through 
capability, but no intrinsic inertial response (i.e., turbines do not increase 
or decrease power output in synchronism with system power imbal-
ances); wind turbine manufacturers have recognized this latter limitation 
and are pursuing a variety of solutions. [7.3.3] 

7.4  Global and regional status of market and 
industry development

The wind energy market has expanded substantially, demonstrating 
the commercial and economic viability of the technology and industry. 

Wind energy expansion has been concentrated in a limited number of 
regions, however, and further expansion, especially in regions with 
little wind energy deployment to date and in offshore locations, is 
likely to require additional policy measures. [7.4]

Wind energy has quickly established itself as part of the mainstream 
electricity industry. From a cumulative capacity of 14 GW at the end 
of 1999, global installed capacity increased twelve-fold in 10 years to 
reach almost 160 GW by the end of 2009. The majority of the capac-
ity has been installed onshore, with offshore installations primarily 
in Europe and totalling a cumulative 2.1 GW. The countries with the 
highest installed capacity by the end of 2009 were the USA (35 GW), 
China (26 GW), Germany (26 GW), Spain (19 GW) and India (11 GW). 
The total investment cost of new wind power plants installed in 2009 
was USD2005 57 billion, while worldwide direct employment in the 
sector in 2009 has been estimated at approximately 500,000. [7.4.1, 
7.4.2]

In both Europe and the USA, wind energy represents a major new 
source of electric capacity additions. In 2009, roughly 39% of all 
capacity additions in the USA and the EU came from wind energy; 
in China, 16% of the net capacity additions in 2009 came from wind 
energy. On a global basis, from 2000 through 2009, roughly 11% of 
all newly installed net electric capacity additions came from new wind 
power plants; in 2009 alone, that fi gure was probably more than 20%. 
As a result, a number of countries are beginning to achieve relatively 
high levels of annual wind electricity penetration in their respec-
tive electric systems. By the end of 2009, wind power capacity was 
capable of supplying electricity equal to roughly 20% of Denmark’s 
annual electricity demand, 14% of Portugal’s, 14% of Spain’s, 11% of 
Ireland’s and 8% of Germany’s. [7.4.2] 

Despite these trends, wind energy remains a relatively small fraction of 
worldwide electricity supply. The total wind power capacity installed 
by the end of 2009 would, in an average year, meet roughly 1.8% 
of worldwide electricity demand. Additionally, though the trend over 
time has been for the wind energy industry to become less reliant on 
European markets, with signifi cant recent expansion in the USA and 
China, the market remains concentrated regionally: Latin America, 
Africa and the Middle East, and the Pacifi c regions have installed rela-
tively little wind power capacity despite signifi cant technical potential 
for wind energy in each region (Figure TS.7.3). [7.4.1, 7.4.2] 

The deployment of wind energy must overcome a number of chal-
lenges, including: the relative cost of wind energy compared to energy 
market prices, at least if environmental impacts are not internalized 
and monetized; concerns about the impact of wind energy’s variabil-
ity; challenges of building new transmission; cumbersome and slow 
planning, siting and permitting procedures; the technical advance-
ment needs and higher cost of offshore wind energy technology; and 
lack of institutional and technical knowledge in regions that have 
not yet experienced substantial wind energy deployment. As a result, 
growth is affected by a wide range of government policies. [7.4.4]
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7.5  Near-term grid integration issues

As wind energy deployment has increased, so have concerns about the 
integration of that energy into electric systems. The nature and magni-
tude of the integration challenge will depend on the characteristics of 
the existing electric system and the level of wind electricity penetra-
tion. Moreover, as discussed in Chapter 8, integration challenges are not 
unique to wind energy. Nevertheless, analysis and operating experience 
primarily from certain OECD countries suggests that, at low to medium 
levels of wind electricity penetration (defi ned here as up to 20% of total 
annual average electrical energy demand)12, the integration of wind 
energy generally poses no insurmountable technical barriers and is eco-
nomically manageable. At the same time, even at low to medium levels 
of wind electricity penetration, certain (and sometimes system-specifi c) 
technical and/or institutional challenges must be addressed. Concerns 
about (and the costs of) wind energy integration will grow with wind 
energy deployment, and even higher levels of penetration may depend 
on or benefi t from the availability of additional technological and insti-
tutional options to increase fl exibility and maintain a balance between 
supply and demand, as discussed further in Chapter 8 (Section 8.2). [7.5]

Wind energy has characteristics that present integration challenges, 
and that must be considered in electric system planning and operation 
to ensure the reliable and economical operation of the electric power 
system. These include: the localized nature of the wind resource with 
possible implications for new transmission for both on- and offshore 
wind energy; the variability of wind power output over multiple time 
scales; and the lower levels of predictability of wind power output than 

12 This level of penetration was chosen to loosely separate the integration needs for wind 
energy in the relatively near term from the broader, longer- term, and non-wind-specifi c 
discussion of power system changes provided in Chapter 8. 

are common for many other types of power plants. The aggregate vari-
ability and uncertainty of wind power output depends, in part, on the 
degree of correlation between the output of different geographically 
dispersed wind power plants: generally, the outputs of wind power 
plants that are farther apart are less correlated with each other, and 
variability over shorter time periods (minutes) is less correlated than 
variability over longer time periods (multiple hours). Forecasts of wind 
power output are also more accurate over shorter time periods, and 
when multiple plants are considered together. [7.5.2]

Detailed system planning for new generation and transmission 
infrastructure is used to ensure that the electric system can be oper-
ated reliably and economically in the future. To do so, planners need 
computer-based simulation models that accurately characterize wind 
energy. Additionally, as wind power capacity has increased, so has 
the need for wind power plants to become more active participants in 
maintaining the operability and power quality of the electric system, 
and technical standards for grid connection have been implemented 
to help prevent wind power plants from adversely affecting the elec-
tric system during normal operation and contingencies. Transmission 
adequacy evaluations, meanwhile, must account for the location depen-
dence of the wind resource, and consider any trade-offs between the 
costs of expanding the transmission system to access higher-quality 
wind resources in comparison to the costs of accessing lower-quality 
wind resources that require less transmission investment. Even at low 
to medium levels of wind electricity penetration, the addition of large 
quantities of on- or offshore wind energy in areas with higher-quality 
wind resources may require signifi cant new additions or upgrades to the 
transmission system. Depending on the legal and regulatory framework 
in any particular region, the institutional challenges of transmission 
expansion can be substantial. Finally, planners need to account for wind 

Figure TS.7.3 | Annual wind power capacity additions by region. [Figure 7.10]

Note: Regions shown in the fi gure are defi ned by the study.
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demand. Experience is limited, in particular with regard to system faults 
at high instantaneous penetration levels, however, and as more wind 
energy is deployed in diverse regions and electric systems, additional 
knowledge about wind energy integration will be gained. [7.5.3] 

In addition to actual operating experience, a number of high-quality 
studies of the increased transmission and generation resources required 
to accommodate wind energy have been completed, primarily covering 
OECD countries. These studies employ a wide variety of methodologies 
and have diverse objectives, but the results demonstrate that the cost 
of integrating up to 20% wind energy into electric systems is, in most 
cases, modest but not insignifi cant. Specifi cally, at low to medium levels 
of wind electricity penetration, the available literature (again, primar-
ily from a subset of OECD countries) suggests that the additional costs 
of managing electric system variability and uncertainty, ensuring gen-
eration adequacy, and adding new transmission to accommodate wind 
energy will be system specifi c but generally in the range of US cent2005 

0.7/kWh to US cent2005 3/kWh. The technical challenges and costs of inte-
gration are found to increase with wind electricity penetration. [7.5.4]

7.6 Environmental and social impacts

Wind energy has signifi cant potential to reduce (and is already reducing) 
GHG emissions. Moreover, attempts to measure the relative impacts of 
various electricity supply technologies suggest that wind energy gen-
erally has a comparatively small environmental footprint. [9.3.4, 10.6] 
As with other industrial activities, however, wind energy has the poten-
tial to produce some detrimental impacts on the environment and on 
human activities and well being, and many local and national govern-
ments have established planning and siting requirements to reduce 
those impacts. As wind energy deployment increases and as larger wind 
power plants are considered, existing concerns may become more acute 
and new concerns may arise. [7.6] 

Although the major environmental benefi ts of wind energy result from 
displacing electricity generated from fossil fuel-based power plants, 
estimating those benefi ts is somewhat complicated by the operational 
characteristics of the electric system and the investment decisions that 
are made about new power plants. In the short run, increased wind 
energy will typically displace the operations of existing fossil fuel-
fi red plants. In the longer term, however, new generating plants may 
be needed, and the presence of wind energy can infl uence what types 
of power plants are built. The impacts arising from the manufacture, 
transport, installation, operation and decommissioning of wind turbines 
should also be considered, but a comprehensive review of available 
studies demonstrates that the energy used and GHG emissions pro-
duced during these steps are small compared to the energy generated 
and emissions avoided over the lifetime of wind power plants. The GHG 
emissions intensity of wind energy is estimated to range from 8 to 20 g 
CO2/kWh in most instances, whereas energy payback times are between 
3.4 and 8.5 months. In addition, managing the variability of wind power 

power output variability in assessing the contribution of wind energy to 
generation adequacy and therefore the long-term reliability of the elec-
tric system. Though methods and objectives vary from region to region, 
the contribution of wind energy to generation adequacy usually depends 
on the correlation of wind power output with the periods of time when 
there is a higher risk of a supply shortage, typically periods of high elec-
tricity demand. The marginal contribution of wind energy to generation 
adequacy typically declines as wind electricity penetration increases, but 
aggregating wind power plants over larger areas may slow this decline 
if adequate transmission capacity is available. The relatively low aver-
age contribution of wind energy to generation adequacy (compared to 
fossil units) suggests that electric systems with large amounts of wind 
energy will also tend to have signifi cantly more total nameplate genera-
tion capacity to meet the same peak electricity demand than will electric 
systems without large amounts of wind energy. Some of this generation 
capacity will operate infrequently, however, and the mix of other gen-
eration will therefore tend (on economic grounds) to increasingly shift 
towards fl exible ‘peaking’ and ‘intermediate’ resources and away from 
’base-load’ resources. [7.5.2] 

The unique characteristics of wind energy also have important implica-
tions for electric system operations. Because wind energy is generated 
with a very low marginal operating cost, it is typically used to meet 
demand when it is available; other generators are then dispatched to 
meet demand minus any available wind energy (i.e., ‘net demand’). As 
wind electricity penetration grows, the variability of wind energy results 
in an overall increase in the magnitude of changes in net demand, and 
also a decrease in the minimum net demand. As a result of these trends, 
wholesale electricity prices will tend to decline when wind power output 
is high and transmission interconnector capacity to other energy markets 
is constrained, and other generating units will be called upon to operate 
in a more fl exible manner than required without wind energy. At low to 
medium levels of wind electricity penetration, the increase in minute-to-
minute variability is expected to be relatively small. The more signifi cant 
operational challenges relate to the need to manage changes in wind 
power output over one to six hours. Incorporating wind energy forecasts 
into electric system operations can reduce the need for fl exibility from 
other generators, but even with high-quality forecasts, system operators 
will need a broad range of strategies to actively maintain the supply/
demand balance, including the use of fl exible power generation tech-
nologies, wind energy output curtailment, and increased coordination 
and interconnection between electric systems. Mass-market demand 
response, bulk energy storage technologies, large-scale deployment of 
electric vehicles and their associated contributions to system fl exibil-
ity through controlled battery charging, diverting excess wind energy 
to fuel production or local heating, and geographic diversifi cation of 
wind power plant siting will also become increasingly benefi cial as wind 
electricity penetration rises. Despite the challenges, actual operating 
experience in different parts of the world demonstrates that electric sys-
tems can operate reliably with increased contributions of wind energy; in 
four countries (Denmark, Portugal, Spain, Ireland), wind energy in 2010 
was already able to supply from 10 to roughly 20% of annual electricity 
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output has not been found to signifi cantly degrade the GHG emissions 
benefi ts of wind energy. [7.6.1] 

Other studies have considered the local ecological impacts of wind 
energy development. The construction and operation of both on- and 
offshore wind power plants impacts wildlife through bird and bat colli-
sions and through habitat and ecosystem modifi cations, with the nature 
and magnitude of those impacts being site- and species-specifi c. For 
offshore wind energy, implications for benthic resources, fi sheries and 
marine life more generally must be considered. Research is also under-
way on the potential impact of wind power plants on the local climate. 
Bird and bat fatalities through collisions with wind turbines are among 
the most publicized environmental concerns. Though much remains 
unknown about the nature and population-level implications of these 
impacts, avian fatality rates have been reported at between 0.95 and 
11.67 per MW per year. Raptor fatalities, though much lower in absolute 
number, have raised special concerns in some cases, and as offshore 
wind energy has increased, concerns have also been raised about sea-
birds. Bat fatalities have not been researched as extensively, but fatality 
rates ranging from 0.2 to 53.3 per MW per year have been reported; the 
impact of wind power plants on bat populations is of particular con-
temporary concern. The magnitude and population-level consequences 
of bird and bat collision fatalities can also be viewed in the context of 
other fatalities caused by human activities. The number of bird fatalities 
at existing wind power plants appears to be orders of magnitude lower 
than other anthropogenic causes of bird deaths, it has been suggested 
that onshore wind power plants are not currently causing meaning-
ful declines in bird population levels, and other energy supply options 
also impact birds and bats through collisions, habitat modifi cations and 
contributions to global climate change. Improved methods to assess 
species-specifi c population-level impacts and their possible mitigation 
are needed, as are robust comparisons between the impacts of wind 
energy and of other electricity supply options. [7.6.2]

Wind power plants can also impact habitats and ecosystems through 
avoidance of or displacement from an area, habitat destruction and 
reduced reproduction. Additionally, the impacts of wind power plants 
on marine life have moved into focus as offshore development has 
increased. The impacts of offshore wind energy on marine life vary 
between the installation, operation and decommissioning phases, 
depend greatly on site-specifi c conditions, and may be negative or 
positive. Potential negative impacts include underwater sounds and 
vibrations, electromagnetic fi elds, physical disruption and the establish-
ment of invasive species. The physical structures may, however, create 
new breeding grounds or shelters and act as artifi cial reefs or fi sh 
aggregation devices. Additional research is warranted on these impacts 
and their long-term and population-level consequences, but they do 
not appear to be disproportionately large compared to onshore wind 
energy. [7.6.2] 

Surveys have consistently found wind energy to be widely accepted by 
the general public. Translating this support into increased deployment, 
however, often requires the support of local host communities and/or 

decision makers. To that end, in addition to ecological concerns, a num-
ber of concerns are often raised about the impacts of wind power plants 
on local communities. Perhaps most importantly, modern wind energy 
technology involves large structures, so wind turbines are unavoidably 
visible in the landscape. Other impacts of concern include land and 
marine usage (including possible radar interference), proximal impacts 
such as noise and fl icker, and property value impacts. Regardless of the 
type and degree of social and environmental concerns, addressing them 
is an essential part of any successful wind power planning and plant 
siting process, and engaging local residents is often an integral aspect 
of that process. Though some of the concerns can be readily mitigated, 
others—such as visual impacts—are more diffi cult to address. Efforts to 
better understand the nature and magnitude of the remaining impacts, 
together with efforts to minimize and mitigate those impacts, will need 
to be pursued in concert with increasing wind energy deployment. In 
practice, planning and siting regulations vary dramatically by jurisdic-
tion, and planning and siting processes have been obstacles to wind 
energy development in some countries and contexts. [7.6.3]

7.7  Prospects for technology improvement 
and innovation

Over the past three decades, innovation in wind turbine design has led 
to signifi cant cost reductions.  Public and private R&D programmes have 
played a major role in these technical advances, leading to system- and 
component-level technology improvements, as well as improvements in 
resource assessment, technical standards, electric system integration, 
wind energy forecasting and other areas. From 1974 to 2006, govern-
ment R&D budgets for wind energy in IEA countries totalled USD2005 
3.8 billion, representing 1% of total energy R&D expenditure. In 2008, 
OECD research funding for wind energy totalled USD2005 180 million. 
[7.7, 7.7.1]

Though onshore wind energy technology is already commercially manu-
factured and deployed at a large scale, continued incremental advances 
are expected to yield improved turbine design procedures, more effi cient 
materials usage, increased reliability and energy capture, reduced O&M 
costs and longer component lifetimes. In addition, as offshore wind 
energy gains more attention, new technology challenges arise and more 
radical technology innovations are possible. Wind power plants and tur-
bines are complex systems that require integrated design approaches to 
optimize cost and performance. At the plant level, considerations include 
the selection of a wind turbine for a given wind resource regime; wind 
turbine siting, spacing and installation procedures; O&M methodolo-
gies; and electric system integration. Studies have identifi ed a number of 
areas where technology advances could result in changes in the invest-
ment cost, annual energy production, reliability, O&M cost and electric 
system integration of wind energy. [7.3.1, 7.7.1, 7.7.2]

At the component level, a range of opportunities are being pursued, 
including: advanced tower concepts that reduce the need for large 
cranes and minimize materials demands; advanced rotors and blades 



101

Summaries Technical Summary

through better designs, coupled with better materials and advanced 
manufacturing methods; reduced energy losses and improved avail-
ability through advanced turbine control and condition monitoring; 
advanced drive trains, generators and power electronics; and manufac-
turing learning improvements. [7.7.3]

In addition, there are several areas of possible advancement that are 
more specifi c to offshore wind energy, including O&M procedures, 
installation and assembly schemes, support structure design, and the 
development of larger turbines, possibly including new turbine con-
cepts. Foundation structure innovation, in particular, offers the potential 
to access deeper waters, thereby increasing the technical potential of 
wind energy. Offshore turbines have historically been installed primarily 
in relatively shallow water, up to 30 m deep, on a mono-pile structure 
that is essentially an extension of the tower, but gravity-based struc-
tures have become more common. These approaches, as well as other 
concepts that are more appropriate for deeper waters, including fl oating 
platforms, are depicted in Figure TS.7.4. Additionally, offshore turbine 
size is not restricted in the same way as onshore wind turbines, and the 
relatively higher cost of offshore foundations provides motivation for 
larger turbines. [7.7.3]

Wind turbines are designed to withstand a wide range of challenging 
conditions with minimal attention. Signifi cant effort is therefore needed 
to enhance fundamental understanding of the operating environment in 
which turbines operate in order to facilitate a new generation of reliable, 

safe, cost-effective wind turbines, and to further optimize wind power 
plant siting and design. Research in the areas of aeroelastics, unsteady 
aerodynamics, aeroacoustics, advanced control systems, and atmo-
spheric science, for example, is anticipated to lead to improved design 
tools, and thereby increase the reliability of the technology and encour-
age further design innovation. Fundamental research of this nature 
will help improve wind turbine design, wind power plant performance 
estimates, wind resource assessments, short-term wind energy forecast-
ing, and estimates of the impact of large-scale wind energy deployment 
on the local climate, as well as the impact of potential climate change 
effects on wind resources. [7.7.4]

7.8  Cost trends

Though the cost of wind energy has declined signifi cantly since the 
1980s, policy measures are currently required to ensure rapid deploy-
ment in most regions of the world. In some areas with good wind 
resources, however, the cost of wind energy is competitive with current 
energy market prices, even without considering relative environmental 
impacts. Moreover, continued technology advancements are expected, 
supporting further cost reduction. [7.8]

The levelized cost of energy from on- and offshore wind power plants is 
affected by fi ve primary factors: annual energy production; investment 
costs; O&M costs; fi nancing costs; and the assumed economic life of 

Monopile               Tri-Pod                   Jacket           Suction Caisson      Gravity Base

(b)

Ballast Stabilized “Spar-Buoy”
with Catenary Mooring Drag 
Embedded Anchors

Mooring Line Stabilized
Tension Leg Platform 
with Suction Pile Anchors

Buoyancy Stabilized
“Barge” with Catenary
Mooring Lines

Floating Wind Turbine Concepts

(a)

Figure TS.7.4 | Offshore wind turbine foundation designs: (a) near-term concepts and (b) fl oating offshore turbine concepts. [Figure 7.19] 
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the power plant.13 From the 1980s to roughly 2004, the investment cost 
of onshore wind power plants dropped. From 2004 to 2009, however, 
investment costs increased, the primary drivers of which were: escala-
tion in the cost of labour and materials inputs; increasing profi t margins 
among turbine manufacturers and their suppliers; the relative strength 
of the Euro currency; and the increased size of turbine rotors and hub 
heights. In 2009, the average investment cost for onshore wind power 
plants installed worldwide was approximately USD2005 1,750/kW, with 
many plants falling in the range of USD2005 1,400 to 2,100/kW; invest-
ment costs in China in 2008 and 2009 were around USD2005 1,000 to 
1,350/kW. There is far less experience with offshore wind power plants, 
and the investment costs of offshore plants are highly site-specifi c. 
Nonetheless, the investment costs of offshore plants have historically 
been 50 to more than 100% higher than for onshore plants; O&M costs 
are also greater for offshore plants. Offshore costs have also been infl u-
enced by some of the same factors that caused rising onshore costs 
from 2004 through 2009, as well as by several unique factors. The most 
recently installed or announced offshore plants have investment costs 
that are reported to range from roughly USD2005 3,200/kW to USD2005 
5,000/kW. Notwithstanding the increased water depth of offshore 
plants over time, the majority of the operating plants have been built in 
relatively shallow water. The performance of wind power plants is highly 
site-specifi c, and is primarily governed by the characteristics of the local 

13 The economic competitiveness of wind energy in comparison to other energy 
sources, which necessarily must also include other factors such as subsidies and 
environmental externalities, is not covered in this section. 

wind regime, but is also impacted by wind turbine design optimization, 
performance and availability, and by the effectiveness of O&M proce-
dures. Performance therefore varies by location, but has also generally 
improved with time. Offshore wind power plants are often exposed to 
better wind resources. [7.8.1–7.8.3]

Based on a standardized methodology outlined in Annex II and the 
cost and performance data summarized in Annex III, the LCOE for on- 
and offshore wind power plants over a large set and range of input 
parameters has been calculated to range from US cent2005 3.5/kWh to 
US cent2005 17/kWh and from US cent2005 7.5/kWh to US cent2005 23/kWh, 
respectively. [1.3.2, 10.5.1, Annex II, Annex III]

Figure TS.7.5 presents the LCOE of on- and offshore wind energy over 
a somewhat different set and range of parameters, and shows that the 
LCOE varies substantially depending on assumed investment costs, energy 
production and discount rates. For onshore wind energy, estimates are 
provided for plants built in 2009; for offshore wind energy, estimates are 
provided for plants built from 2008 to 2009 as well as those plants that 
were planned for completion in the early 2010s. The LCOE for onshore 
wind energy in good to excellent wind resource regimes are estimated 
to average approximately US cent2005 5/kWh to US cent2005 10/kWh, and 
can reach more than US cent2005 15/kWh in lower-resource areas. Though 
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the offshore cost estimates are more uncertain, typical LCOE are esti-
mated to range from US cent2005 10/kWh to more than US cent2005 20/kWh 
for recently built or planned plants located in relatively shallow water. 
Where the exploitable onshore wind resource is limited, offshore plants 
can sometimes compete with onshore plants. [7.8.3, Annex II, Annex III] 

A number of studies have developed forecasted cost trajectories for on- 
and offshore wind energy based on differing combinations of learning 
curve estimates, engineering models and/or expert judgement. Among 
these studies, the starting year of the forecasts, the methodologi-
cal approaches and the assumed wind energy deployment levels vary. 
Nonetheless, a review of this literature supports the idea that continued 
R&D, testing and experience could yield reductions in the levelized cost 
of onshore wind energy of 10 to 30% by 2020. Offshore wind energy is 
anticipated to experience somewhat deeper cost reductions of 10 to 40% 
by 2020, though some studies have identifi ed scenarios in which market 
factors lead to cost increases in the near to medium term. [7.8.4]

7.9  Potential deployment 

Given the commercial maturity and cost of onshore wind energy tech-
nology, increased utilization of wind energy offers the potential for 
signifi cant near-term GHG emission reductions: this potential is not con-
ditioned on technology breakthroughs, and no insurmountable technical 
barriers exist that preclude increased levels of wind energy penetration 
into electricity supply systems. As a result, in the near to medium term, 
the rapid increase in wind power capacity from 2000 to 2009 is expected 
by many studies to continue. [7.9, 7.9.1]

Moreover, a number of studies have assessed the longer-term potential 
of wind energy, often in the context of GHG concentration stabilization 
scenarios. [10.2, 10.3] Based on a review of this literature (including 164 
different long-term scenarios), and as summarized in Figure TS.7.6, wind 
energy could play a signifi cant long-term role in reducing global GHG 
emissions. By 2050, the median contribution of wind energy among the 
scenarios with GHG concentration stabilization ranges of 440 to 600 
ppm CO2 and <440 ppm CO2 is 23 to 27 EJ/yr (6,500 to 7,600 TWh/yr), 
increasing to 45 to 47 EJ/yr at the 75th percentile of scenarios (12,400 to 
12,900 TWh/yr), and to more than 100 EJ/yr in the highest study (31,500 
TWh). Achieving this contribution would require wind energy to deliver 
around 13 to 14% of global electricity supply in the median scenario 
result by 2050, increasing to 21 to 25% at the 75th percentile of the 
reviewed scenarios. [7.9.2]

Achieving the higher end of this range of global wind energy utiliza-
tion would likely require not only economic support policies of adequate 
size and predictability, but also an expansion of wind energy utilization 
regionally, increased reliance on offshore wind energy in some regions, 
technical and institutional solutions to transmission constraints and 
operational integration concerns, and proactive efforts to mitigate and 

manage social and environmental concerns. Additional R&D is expected 
to lead to incremental cost reductions for onshore wind energy, and 
enhanced R&D expenditures may be especially important for offshore 
wind energy technology. Finally, for those markets with good wind 
resource potential but that are new to wind energy deployment, both 
knowledge and technology transfer may help facilitate early wind power 
plant installations. [7.9.2]

8. Integration of Renewable Energy 
into Present and Future Energy 
Systems

8.1  Introduction

In many countries, energy supply systems have evolved over decades, 
enabling the effi cient and cost-effective distribution of electricity, gas, 
heat and transport energy carriers to provide useful energy services to 
end users. The transition to a low-carbon future that employs high shares 
of RE may require considerable investment in new RE technologies and 
infrastructure, including more fl exible electricity grids, expansion of dis-
trict heating and cooling schemes, distribution systems for RE-derived 
gases and liquid fuels, energy storage systems, novel methods of trans-
port, and innovative distributed energy and control systems in buildings. 
Enhanced RE integration can lead to the provision of the full range of 
energy services for large and small communities in both developed and 
developing countries. Regardless of the energy supply system presently 
in place, whether in energy-rich or energy-poor communities, over the 
long term, and through measured system planning and integration, 

Figure TS.7.6 | Global primary energy supply of wind energy in long-term scenarios 
(median, 25th to 75th percentile range, and full range of scenario results; colour coding is 
based on categories of atmospheric CO2 concentration level in 2100; the specifi c number 
of scenarios underlying the fi gure is indicated in the right upper corner). [Figure 7.24]
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there are few, if any, technical limits to increasing the shares of RE at 
the national, regional and local scales as well as for individual buildings, 
although other barriers may need to be overcome. [8.1, 8.2]

Energy supply systems are continuously evolving, with the aim of 
increasing conversion technology effi ciencies, reducing losses and low-
ering the costs of providing energy services to end users. To provide a 
greater share of RE heating, cooling, transport fuels and electricity may 
require modifi cation of current policies, markets and existing energy 
supply systems over time so that they can accommodate higher rates of 
deployment leading to greater supplies of RE. [8.1] 

All countries have access to some RE resources and in many parts of the 
world these are abundant. The characteristics of many of these resources 
distinguish them from fossil fuels and nuclear systems. Some resources, 
such as solar and ocean energy, are widely distributed, whereas others, 
such as large-scale hydropower, are constrained by geographic location 
and hence integration options are more centralized. Some RE resources 
are variable and have limited predictability. Others have lower energy 
densities and their technical specifi cations differ from solid, liquid and 
gaseous fossil fuels. Such RE resource characteristics can constrain the 

ease of integration and invoke additional system costs, particularly 
when reaching higher shares of RE. [8.1, 8.2]

Following the structural outline of Chapter 8, RE resources can be used 
through integration into energy supply networks delivering energy to 
consumers using energy carriers with varying shares of RE embedded or 
by direct integration into the transport, buildings, industry and agricul-
ture end-use sectors (Figure TS.8.1). [8.2, 8.3]

The general and specifi c requirements for enhanced integration of RE 
into energy supply systems are reasonably well understood. However, 
since integration issues tend to be site-specifi c, analyses of typical addi-
tional costs for RE integration options are limited and future research is 
required for use in scenario modelling. For example, it is not clear how 
the possible trend towards more decentralized energy supply systems 
might affect the future costs for developing further centralized heat and 
power supplies and the possible avoidance of constructing new infra-
structure. [8.2]

Centralized energy systems, based mainly on fossil fuels, have evolved 
to provide reasonably cost-effective energy services to end users using 

Fossil Fuels
and Nuclear

Energy Efficiency 
Measures

Energy Efficiency
and Demand
Response Measures

Renewable Energy Resources

End-Use Sectors
(Section 8.3)

Energy Supply 
Systems
(Section 8.2)

Electricity Generation and 
Distribution

Heating and Cooling Networks

Gas Grids

Liquid Fuels Distribution

Autonomous Systems

Transport and Vehicles

Buildings and Households

Industry

Agriculture, Forests and 
Fisheries

Energy 
Carriers

Energy 
Services

Energy
Consumers

Figure TS.8.1 | Pathways for RE integration to provide energy services, either into energy supply systems or on-site for use by the end-use sectors. [Figure 8.1]
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a range of energy carriers including solid, liquid and gaseous fuels, elec-
tricity, and heat. Increasing the deployment of RE technologies requires 
their integration into these existing systems by overcoming the associ-
ated technical, economic, environmental and social barriers. The advent 
of decentralized energy systems could open up new deployment oppor-
tunities. [8.1, 8.2]

In some regions, RE electricity systems could become the dominant 
future energy supply, especially if heating and transport demands are 
also to be met by electricity. This could be driven by parallel develop-
ments in electric vehicles, increased heating and cooling using electricity 
(including heat pumps), fl exible demand response services (including the 
use of smart meters), and other innovative technologies. [8.1, 8.2.1.2, 
8.2.2, 8.3.1–8.3.3]

The various energy systems differ markedly between countries and 
regions around the world and each is complex. As a result, a range of 
approaches are needed to encourage RE integration, whether centralized 
or decentralized. Prior to making any signifi cant change in an energy 
supply system that involves increasing the integration of RE, a careful 
assessment of the RE resource availability; the suitability of existing 
technologies; institutional, economic and social constraints; the potential 
risks; and the need for related capacity building and skills development 
should be undertaken. [8.1, 8.2]

The majority of scenarios that stabilize atmospheric GHG concentra-
tions around 450 ppm CO2eq show that RE will exceed a 50% share of 
low-carbon primary energy by 2050. This transition can be illustrated by 
many scenarios, the single example of increasing market shares shown 
in Figure TS.8.2 being based on the IEA’s World Energy Outlook 2010 
‘450 Policy Scenario’. To achieve such increased shares of primary and 
consumer energy from RE by 2035 would require the annual average 
incremental growth in primary RE to more than treble from today’s level 
to around 4.0 EJ/yr. [8.1, 10.2, 10.2.2.4]

In order to gain greater RE deployment in each of the transport, building, 
industry and agriculture sectors, strategic elements need to be better 
understood, as do the social issues. Transition pathways for increasing 
the shares of each RE technology through integration depend on the 
specifi c sector, technology and region. Facilitating a smoother integration 
with energy supply systems and providing multiple benefi ts for energy 
end users should be the ultimate aims. [8.2, 8.3]

Several mature RE technologies have already been successfully inte-
grated into a wide range of energy supply systems, mostly at relatively 
low shares but with some examples (including small- and large-scale 
hydropower, wind power, geothermal heat and power, fi rst-generation 
biofuels and solar water heating systems) exceeding 30%. This was due 
mainly to their improved cost-competitiveness, an increase in support 
policies and growing public support due to the threats of an insecure 
energy supply and climate change. Exceptional examples are large-scale 
hydropower in Norway and hydro and geothermal power in Iceland 

approaching 100% of RE electricity, as has also been achieved by several 
small islands and towns. [8.2.1.3, 8.2.5.5, 11.2, 11.5]

Other less mature technologies require continuing investment in 
research, development, and demonstration (RD&D), infrastructure, capac-
ity building and other supporting measures over the longer term. Such 
technologies include advanced biofuels, fuel cells, solar fuels, distributed 
power generation control systems, electric vehicles, solar absorption 
cooling and enhanced geothermal systems. [11.5, 11.6]

The current status of RE use varies for each end-use sector. There are 
also major regional variations in future pathways to enhance further 
integration by removal of barriers. For example, in the building sector, 
integrating RE technologies is vastly different for commercial high-rise 
buildings and apartments in mega-cities than for integration into small, 
modest village dwellings in developing countries that currently have lim-
ited access to energy services. [8.3.2]

Most energy supply systems can accommodate a greater share of RE 
than at present, particularly if the RE share is at relatively low levels (usu-
ally assumed to be below a 20% share of electricity, heat, pipeline gas 
blend or biofuel blend). To accommodate higher RE shares in the future, 
most energy supply systems will need to evolve and be adapted. In all 
cases, the maximum practical RE share will depend on the technologies 
involved, the RE resources available and the type and age of the present 
energy system. Further integration and increased rates of deployment 
can be encouraged by local, national and regional initiatives. The overall 
aim of Chapter 8 is to present the current knowledge on opportunities 
and challenges relating to RE integration for governments wishing to 
develop a coherent framework in preparation for future higher levels of 
RE penetration. Existing power supply systems, natural gas grids, heat-
ing/cooling schemes, petroleum-based transport fuel supply distribution 
networks and vehicles can all be adapted to accommodate greater sup-
plies of RE than at present. RE technologies range from mature to those 
at the early concept demonstration stage. New technologies could enable 
increased RE uptake and their integration will depend upon improved 
cost-effectiveness, social acceptance, reliability and political support at 
national and local government levels in order to gain greater market 
shares. [8.1.2, 11.5]

Taking a holistic approach to the whole energy system may be a prereq-
uisite to ensure effi cient and fl exible RE integration. This would include 
achieving mutual support between the different energy sectors, an intel-
ligent forecasting and control strategy and coherent long-term planning. 
Together, these would enable the provision of electricity, heating, cooling 
and mobility to be more closely inter-linked. The optimum combination 
of technologies and social mechanisms to enable RE integration to reach 
high shares varies with the limitations of specifi c site conditions, charac-
teristics of the available RE resources, and local energy demands. Exactly 
how present energy supply and demand systems can be adapted and 
developed to accommodate higher shares of RE, and the additional costs 
involved for their integration, depend on the specifi c circumstances, so 
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further studies will be required. This is particularly the case for the elec-
tricity sector due to the wide variety of existing power generation systems 
and scales that vary with country and region. [8.2.1, 8.2.2, 8.3] 

8.2  Integration of renewable energy into 
electrical power systems 

Electrical power systems have been evolving since the end of the 19th 
century. Today, electrical power systems vary in scale and technological 
sophistication from the synchronized Eastern Interconnection in North 
America to small individual diesel-powered autonomous systems, with 
some systems, as in China, undergoing rapid expansion and transfor-
mation. Within these differences, however, electrical power systems are 
operated and planned with a common purpose of providing a reliable 
and cost-effective supply of electricity. Looking forward, electric power 
systems are expected to continue to expand in importance given that they 
supply modern energy, enable the transport of energy over long distances, 
and provide a potential pathway for delivering low-carbon energy. [8.2.1]

Electric power systems have several important characteristics that affect 
the challenges of integrating RE. The majority of electric power systems 
operate using alternating current (AC) whereby the majority of genera-
tion is synchronized and operated at a frequency of approximately either 
50 or 60 Hz, depending on the region. The demand for electricity varies 
throughout the day, week and season, depending on the needs of elec-
tricity users. The aggregate variation in demand is matched by variation 
in schedules and dispatch instructions for generation in order to continu-
ously maintain a balance between supply and demand. Generators and 
other power system assets are used to provide active power control to 
maintain the system frequency and reactive power control to maintain 
voltage within specifi ed limits. Minute-to-minute variations in supply 
and demand are managed with automatic control of generation through 
services called regulation and load following, while changes over longer 
time scales of hours to days are managed by dispatching and scheduling 
generation (including turning generation on or off, which is also known 
as unit commitment). This continuous balancing is required irrespective 
of the mechanism used to achieve it. Some regions choose organized 
electricity markets in order to determine which generation units should 
be committed and/or how they should be dispatched. Even autonomous 
systems must employ methods to maintain a balance between generation 
and demand (via controllable generators, controllable loads, or storage 
resources like batteries). [8.2.1.1]

In addition to maintaining a balance between supply and demand, elec-
tric power systems must also transfer electricity between generation 
and demand through transmission and distribution networks with lim-
ited capacity. Ensuring availability of adequate generation and network 
capacity requires planning over multiple years. Planning electrical power 
systems incorporates the knowledge that individual components of the 
system, including generation and network components, will periodically 
fail (a contingency). A target degree of reliability can be met, however, 
by building adequate resources. One important metric used to determine 
the contribution of generation—fossil-fuel based or renewable—to 
meeting demand with a target level of reliability is called the capacity 
credit. [8.2.1.1]

Based on the features of electrical power systems, several RE char-
acteristics are important for integrating RE into power systems. In 
particular, variability and predictability (or uncertainty) of RE is relevant 
for scheduling and dispatch in the electrical power system, the location 
of RE resources is a relevant indicator for impact on needs for elec-
trical networks, and capacity factor, capacity credit and power plant 
characteristics are indicators relevant for comparison, for example, with 
thermal generation. [8.2.1.2] 

Some RE electricity resources (particularly ocean, solar PV, wind) 
are variable and only partially dispatchable: generation from these 
resources can be reduced if needed, but maximum generation depends 
on availability of the RE resource (e.g., tidal currents, sun or wind). The 
capacity credit can be low if the generation is not well correlated with 
times of high demand. In addition, the variability and partial predict-
ability of some RE increases the burden on dispatchable generation or 
other resources to ensure balance between supply and demand given 
deviations in RE. In many cases variability and partial predictability are 
somewhat mitigated by geographic diversity—changes and forecast 
errors will not always occur at the same time in the same direction. A 
general challenge for most RE, however, is that renewable resources are 
location specifi c, therefore concentrated renewably generated electric-
ity may need to be transported over considerable distances and require 
network expansion. Dispatchable renewable sources (including hydro-
power, bioenergy, geothermal energy, and CSP with thermal storage) 
can in many cases offer extra fl exibility for the system to integrate other 
renewable sources and often have a higher capacity credit. [8.2.1.2] 

A very brief summary of the particular characteristics for a selection of 
the technologies is given in Table TS.8.1. [8.2.1.3]

Figure TS.8.2 | (Preceding page) RE shares (red) of primary and fi nal consumption energy in the transport, buildings (including traditional biomass), industry and agriculture sectors 
in 2008 and an indication of the projected increased RE shares needed by 2035 in order to be consistent with a 450 ppm CO2eq stabilization level. [Figure 8.2] 

Notes: Area of circles are approximately to scale. Energy system losses occur during the conversion, refi ning and distribution of primary energy sources to produce energy services for 
fi nal consumption. ‘Non-renewable’ energy (blue) includes coal, oil, natural gas (with and without CCS by 2035) and nuclear power. This scenario example is based on data taken from 
the IEA World Energy Outlook 2010 but converted to direct equivalents. [Annex II.4] Energy effi ciency improvements above the baseline are included in the 2035 projection. RE in 
the buildings sector includes traditional solid biomass fuels (yellow) for cooking and heating for 2.7 billion people in developing countries [2.2] along with some coal. By 2035, some 
traditional biomass has been partly replaced by modern bioenergy conversion systems. Excluding traditional biomass, the overall RE system effi ciency (when converting from primary 
to consumer energy) remains around 66%.
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There is already signifi cant experience with operating electrical power 
systems with a large share of renewable sources, in particular hydropower 
and geothermal power. Hydropower storage and strong interconnections 
help manage fl uctuations in river fl ows. Balancing costs for variable gen-
eration are incurred when there are differences between the scheduled 
generation (according to forecasts) and the actual production. Variability 
and uncertainty increase balancing requirements. Overall, balancing is 
expected to become more diffi cult to achieve as partially dispatchable RE 
penetrations increase. Studies show clearly that combining different vari-
able renewable sources, and resources from larger geographical areas, 
will be benefi cial in smoothing the variability and decreasing overall 
uncertainty for the power systems. [8.2.1.3]

The key issue is the importance of network infrastructure, both to deliver 
power from the generation plant to the consumer as well as to enable 
larger regions to be balanced. Strengthening connections within an 
electrical power system and introducing additional interconnections to 
other systems can directly mitigate the impact of variable and uncer-
tain RE sources. Network expansion is required for most RE, although 
the level is dependent on the resource and location relative to existing 
network infrastructure. Amongst other challenges will be expanding net-
work infrastructure within the context of public opposition to overhead 
network infrastructure. In general, major changes will be required in the 
generation plant mix, the electrical power systems’ infrastructure and 
operational procedures to make the transition to increased renewable 
generation while maintaining cost and environmental effectiveness. 
These changes will require major investments far enough in advance to 
maintain a reliable and secure electricity supply. [8.2.1.3]

In addition to improving network infrastructure, several other important 
integration options have been identifi ed through operating experience 
or studies:

Increased generation fl exibility: An increasing penetration of vari-
able renewable sources implies a greater need to manage variability 
and uncertainty. Greater fl exibility is required from the generation mix. 
Generation provides most of a power system’s existing fl exibility to cope 
with variability and uncertainty through ramping up or down and cycling 
as needed. Greater need for fl exibility can imply either investment in 
new fl exible generation or improvements to existing power plants to 
enable them to operate in a more fl exible manner. [8.2.1.3]

Demand side measures: Although demand side measures have his-
torically been implemented only to reduce average demand or demand 
during peak load periods, demand side measures may potentially con-
tribute to meeting needs resulting from increased variable renewable 
generation. The development of advanced communications technology, 
with smart electricity meters linked to control centres, offers the poten-
tial to access much greater levels of fl exibility from demand. Electricity 
users can be provided with incentives to modify and/or reduce their con-
sumption by pricing electricity differently at different times, in particular 

with higher prices during higher demand periods. This reduction in 
demand during high demand periods can mitigate the impact of the 
low capacity credit of some types of variable generation. Furthermore, 
demand that can quickly be curtailed without notice during any time of 
the year can provide reserves rather than requiring generation resources 
to provide this reserve. Demand that can be scheduled to be met at 
anytime of the day or that responds to real-time electricity prices can 
participate in intra-day balancing thereby mitigating operational chal-
lenges that are expected to become increasingly diffi cult with variable 
generation. [8.2.1.3]

Electrical energy storage: By storing electrical energy when renew-
able output is high and the demand low, and generating when 
renewable output is low and the demand high, the curtailment of RE 
can be reduced, and the base-load units on the system will operate more 
effi ciently. Storage can also reduce transmission congestion and may 
reduce the need for, or delay, transmission upgrades. Technologies such 
as batteries or fl ywheels that store smaller amounts of energy (minutes 
to hours) can in theory be used to provide power in the intra-hour time-
frame to regulate the balance between supply and demand. [8.2.1.3]

Improved operational/market and planning methods: To help cope 
with the variability and uncertainty associated with variable generation 
sources, forecasts of their output can be combined with improved opera-
tional methods to determine both the required reserve to maintain the 
demand-generation balance, and also optimal generation scheduling. 
Making scheduling decisions closer to real time (i.e., shorter gate clo-
sure time in markets) and more frequently allows newer, more accurate 
information to be used in dispatching generating units. Moving to larger 
balancing areas, or shared balancing between areas, is also desirable 
with large amounts of variable generation, due to the aggregation ben-
efi ts of multiple, dispersed renewable sources. [8.2.1.3] 

In summary, RE can be integrated into all types of electrical power 
systems from large interconnected continental-scale systems to small 
autonomous systems. System characteristics including the network 
infrastructure, demand pattern and its geographic location, genera-
tion mix, control and communication capability combined with the 
location, geographical footprint, variability and predictability of the 
renewable resources determine the scale of the integration challenge. 
As the amounts of RE resources increase, additional electricity network 
infrastructure (transmission and/or distribution) will generally have to 
be constructed. Variable renewable sources, such as wind, can be more 
diffi cult to integrate than dispatchable renewable sources, such as bio-
energy, and with increasing levels maintaining reliability becomes more 
challenging and costly. These challenges and costs can be minimized by 
deploying a portfolio of options including electrical network intercon-
nection, the development of complementary fl exible generation, larger 
balancing areas, sub-hourly markets, demand that can respond in rela-
tion to supply availability, storage technologies, and better forecasting, 
system operating and planning tools.
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Several high-latitude countries already have a district heating market 
penetration of 30 to 50%, with Iceland reaching 96% using its geother-
mal resources. World annual delivery of district heat has been estimated 
to be around 11 EJ though heat data are uncertain. [8.2.2.1]

DH schemes can provide electricity through CHP system designs and 
can also provide demand response options that can facilitate increased 
integration of RE, including by using RE electricity for heat pumps and 
electric boilers. Thermal storage systems can bridge the heat supply/
demand gap resulting from variable, discontinuous or non-synchronized 
heating systems. For short-term storage (hours and days), the thermal 
capacity of the distribution network itself can be used. Thermal storage 
systems with storage periods up to several months at temperatures up 
to hundreds of degrees Celsius use a variety of materials and corre-
sponding storage mechanisms that can have capacities up to several 
TJ. Combined production of heat, cold and electricity (tri-generation), as 
well as the possibility for diurnal and seasonal storage of heat and cold, 
mean that high overall system effi ciency can be obtained and higher 
shares of RE achieved through increased integration. [8.2.2.2, 8.2.2.3]

Many commercial geothermal and biomass heat and CHP plants have 
been successfully integrated into DH systems without government sup-
port. Several large-scale solar thermal systems with collector areas 

8.3  Integration of renewable energy into 
heating and cooling networks

A district heating (DH) or district cooling (DC) network allows multiple 
energy sources (Figure TS.8.3) to be connected to many energy consum-
ers by pumping the energy carriers (hot or cold water and sometimes 
steam) through insulated underground pipelines. Centralized heat pro-
duction can facilitate the use of low-cost and/or low-grade RE heat from 
geothermal or solar thermal sources or combustion of biomass (includ-
ing refuse-derived fuels and waste by-products that are often unsuitable 
for use by individual heating systems). Waste heat from CHP generation 
and industrial processes can also be used. This fl exibility produces com-
petition among various heat sources, fuels and technologies. Centralized 
heat production can also facilitate the application of cost-effective mea-
sures that reduce local air pollution compared with having a multitude 
of small individual boilers. Being fl exible in the sources of heat or cold 
utilized, district heating and cooling systems allow for the continuing 
uptake of several types of RE so that a gradual or rapid substitution of 
competing fossil fuels is usually feasible. [8.2.2]

Occupiers of buildings and industries connected to a network can ben-
efi t from a professionally managed central system, hence avoiding the 
need to operate and maintain individual heating/cooling equipment. 
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Figure TS.8.3 | An integrated RE-based energy plant in Lillestrøm, Norway, supplying the University, R&D Centre and a range of commercial and domestic buildings using a district 
heating and cooling system incorporating a range of RE heat sources, thermal storage and a hydrogen production and distribution system. (Total investment around USD2005 25 million 
and due for completion in 2011.) 1) Central energy system with 1,200 m3 accumulator hot water storage tank; (2) 20 MWth wood burner system (with fl ue gas heat recovery); (3) 40 
MWth bio-oil burner; (4) 4.5 MWth heat pump; (5) 1.5 MWth landfi ll gas burner and a 5 km pipeline; (6) 10,000 m2 solar thermal collector system; and (7) RE-based hydrogen production 
(using water electrolysis and sorption-enhanced steam methane reforming of landfi ll gas) and vehicle dispensing system. [Figure 8.3]
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of around 10,000 m2 (Figure TS.8.3) have also been built in Denmark, 
Norway and elsewhere. The best mix of hot and cold sources, and heat 
transfer and storage technologies, depends strongly on local conditions, 
including user demand patterns. As a result, the heat energy supply mix 
varies widely between different systems. [3.5.3, 8.2.2] 

Establishing or expanding a DH scheme involves high up-front capital 
costs for the piping network. Distribution costs alone can represent 
roughly half of the total cost but are subject to large variations depend-
ing on the heat demand density and the local conditions for building the 
insulated piping network. Increasing urbanization facilitates DH since 
network capital costs are lower for green-fi eld sites and distribution 
losses per unit of heat delivered are lower in areas with higher heat 
demand densities. Heat distribution losses typically range from 5 to 30% 
but the extent to which high losses are considered a problem depends 
on the source and cost of the heat. [8.2.2.1, 8.2.2.3]

Expanding the use of deep geothermal and biomass CHP plants in DH 
systems can facilitate a higher share of RE sources, but to be economi-
cally viable this usually requires the overall system to have a large heat 
load. Some governments therefore support investments in DH networks 
as well as provide additional incentives for using RE in the system. 
[8.2.2.4]

Modern building designs and uses have tended to reduce their 
demand for additional heating whereas the global demand for cooling 
has tended to increase. The cooling demand to provide comfort has 
increased in some low-latitude regions where countries have become 
wealthier and in some higher latitudes where summers have become 
warmer. Cooling load reductions can be achieved by the use of passive 
cooling building design options or active RE solutions including solar 
absorption chillers. As for DH, the rate of uptake of energy effi ciency 
to reduce cooling demand, deployment of new technologies, and the 
structure of the market, will determine the viability of developing a DC 
scheme. Modern DC systems, ranging from 5 to 300 MWth, have been 
operating successfully for many years using natural aquifers, water-
ways, the sea or deep lakes as the sources of cold, classed as a form of 
RE. [8.2.2.4]

DH and DC schemes have typically been developed in situations 
where strong planning powers have existed, such as centrally planned 
economies, US university campuses, Western European countries with 
multi-utilities, and urban areas controlled by local municipalities. 

8.4  Integration of renewable energy into 
 gas grids

Over the past 50 years, large natural gas networks have been devel-
oped in several parts of the world. And more recently there has been 
increasing interest to ‘green’ them by integrating RE-based gases. 
Gaseous fuels from RE sources originate largely from biomass and can 
be produced either by anaerobic digestion to produce biogas (mainly 

methane and CO2) or thermo-chemically to give synthesis (or producer) 
gas (mainly hydrogen and carbon monoxide). Biomethane, synthesis gas 
and, in the longer term, RE-based hydrogen can be injected into exist-
ing gas pipelines for distribution at the national, regional or local level. 
Differences in existing infrastructure, gas quality, and production and 
consumption levels can make planning diffi cult for increasing the RE 
share of gases by integration into an existing grid. [8.2.3, 8.2.3.1]

Biogas production is growing rapidly and several large gas companies 
are now making plans to upgrade large quantities for injection at the 
required quality into national or regional transmission gas pipelines. 
Most of the biomethane currently produced around the world is already 
distributed in local gas pipeline systems primarily dedicated for heat-
ing purposes. This can be a cheaper option per unit of energy delivered 
(Figure TS.8.4) than when transported by trucks (usually to fi lling sta-
tions for supplying gas-powered vehicles) depending on distance and 
the annual volume to be transported. [8.2.3.4]

Gas utilization can be highly effi cient when combusted for heat; used 
to generate electricity by fuelling gas engines, gas boilers or gas tur-
bines; or used in vehicles either compressed or converted to a range of 
liquid fuels using various processes. For example, biogas or landfi ll gas 
can be combusted onsite to produce heat and/or electricity; cleaned and 
upgraded to natural gas quality biomethane for injection into gas grids; 
or, after compressing or liquefying, distributed to vehicle fi lling stations 
for use in dedicated or dual gas-fuelled vehicles. [8.2.3.2–8.2.3.4] 

Technical challenges relate to gas source, composition and quality. Only 
biogas and syngas of a specifi ed quality can be injected into existing gas 
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Figure TS.8.4 | Relative costs for distributing and dispensing biomethane (either 
compressed or liquefi ed) at the medium scale by truck or pipeline in Europe. [Figure 8.9]
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grids so clean-up is a critical step to remove water, CO2 (thereby increas-
ing the heating value) and additional by-products from the gas stream. 
The cost of upgrading varies according to the scale of the facility and the 
process, which can consume around 3 to 6% of the energy content of 
the gas. RE gas systems are likely to require signifi cant storage capacity 
to account for variability and seasonality of supply. The size and shape 
of storage facilities and the required quality of the gas will depend on 
the primary energy source of production and its end use. [8.2.3]

Hydrogen gas can be produced from RE sources by several routes includ-
ing biomass gasifi cation, the reformation of biomethane, or electrolysis 
of water. The potential RE resource base for hydrogen is therefore greater 
than for biogas or syngas. Future production of hydrogen from variable 
RE resources, such as wind or solar power by electrolysis, will depend 
signifi cantly on the interaction with existing electricity systems and the 
degree of surplus capacity. In the short term, blending of hydrogen with 
natural gas (up to 20% by volume) and transporting it long distances 
in existing gas grids could be an option. In the longer term, the con-
struction of pipelines for carrying pure hydrogen is possible, constructed 
from special steels to avoid embrittlement. The rate-limiting factors for 
deploying hydrogen are likely to be the capital and time involved in 
building a new hydrogen infrastructure and any additional cost for stor-
age in order to accommodate variable RE sources. [8.2.3.2, 8.2.3.4]

In order to blend a RE gas into a gas grid, the gas source needs to be 
located near to the existing system to avoid high costs of additional 
pipeline construction. In the case of remote plant locations due to 
resource availability, it may be better to use the gas onsite where fea-
sible to avoid the need for transmission and upgrading. [8.2.3.5] 

8.5  Integration of renewable energy into 
liquid fuels

Most of the projected demand for liquid biofuels is for transport pur-
poses, though industrial demand could emerge for bio-lubricants and 
bio-chemicals such as methanol. In addition, large amounts of tradi-
tional solid biomass could eventually be replaced by more convenient, 
safer and healthier liquid fuels such as RE-derived dimethyl ether (DME) 
or ethanol gels. [8.2.4]

Producing bioethanol and biodiesel fuels from various crops, usually 
used for food, is well understood (Figure TS.8.5). The biofuels produced 
can take advantage of existing infrastructure components already used 
for petroleum-based fuels including storage, blending, distribution and 
dispensing. However, sharing petroleum-product infrastructure (storage 
tanks, pipelines, trucks) with ethanol or blends can lead to problems 
from water absorption and equipment corrosion, so may require invest-
ment in specialized pipeline materials or linings. Decentralized biomass 
production, seasonality and remote agricultural locations away from 
existing oil refi neries or fuel distribution centres, can impact the sup-
ply chain logistics and storage of biofuels. Technologies continue to 
evolve to produce biofuels from non-food feedstocks and biofuels that 
are more compatible with existing petroleum fuels and infrastructure. 
Quality control procedures need to be implemented to ensure that such 
biofuels meet all applicable product specifi cations. [8.2.4.1, 8.2.4.3, 
8.2.4.4]

The use of blended fuels produced by replacing a portion (typically 5 
to 25% but can be up to 100% substitution) of gasoline with ethanol, 
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equal, be more costly than in larger integrated networks because of the 
restricted set of options, but in most instances, such as on islands or in 
remote rural areas, there is no choice for the energy users. One implica-
tion is that autonomous electricity system users and designers can face 
diffi cult trade-offs between a desire for reliable and continuous supply 
and minimizing overall supply costs. [8.2.5]

The integration of RE conversion technologies, balancing options and 
end-use technologies in an autonomous energy system depend on the 
site-specifi c availability of RE resources and the local energy demand. 
These can vary with local climate and lifestyles. The balance between 
cost and reliability is critical when designing and deploying autonomous 
power systems, particularly for rural areas of developing economies 
because the additional cost of providing continuous and reliable supply 
may become higher for smaller autonomous systems. [8.2.5.2]

8.7  End-use sectors: Strategic elements for 
transition pathways

RE technology developments have continued to evolve, resulting in 
increased deployment in the transport, building, industry, and agriculture, 
forestry and fi shery sectors. In order to achieve greater RE deployment in 
all sectors, both technical and non-technical issues should be addressed. 
Regional variations exist for each sector due to the current status of RE 
uptake, the wide range of energy system types, the related infrastructure 
currently in place, the different possible pathways to enhance increased 
RE integration, the transition issues yet to be overcome, and the future 
trends affected by variations in national and local ambitions and cultures. 
[8.3, 8.3.1] 

8.7.1  Transport

Recent trends and projections show strong growth in transport demand, 
including the rapidly increasing number of vehicles worldwide. Meeting 
this demand, whilst achieving a low-carbon, secure energy supply, will 
require strong policy initiatives, rapid technological change, monetary 
incentives and/or the willingness of customers to pay additional costs. 
[8.3.1]

In 2008, the combustion of fossil fuels for transport consumed around 
19% of global primary energy use, equivalent to 30% of total consumer 
energy and producing around 22% of GHG emissions, plus a signifi cant 
share of local air-polluting emissions. Light duty vehicles (LDVs) accounted 
for over half of transport fuel consumption worldwide, with heavy duty 
vehicles (HDVs) accounting for 24%, aviation 11%, shipping 10% and rail 
3%. Demand for mobility is growing rapidly with the number of motor-
ized vehicles projected to triple by 2050 and with a similar growth in air 
travel. Maintaining a secure supply of energy is therefore a serious con-
cern for the transport sector with about 94% of transport fuels presently 
coming from oil products that, for most countries, are imported. [8.3.1] 

or diesel with biodiesel, requires investment in infrastructure including 
additional tanks and pumps at vehicle service stations. Although the 
cost of biofuel delivery is a small fraction of the overall cost, the logis-
tics and capital requirements for widespread integration and expansion 
could present major hurdles if not well planned. Since ethanol has only 
around two-thirds the energy density (by volume) of gasoline, larger 
storage systems, more rail cars or vessels, and larger capacity pipe-
lines are needed to store and transport the same amount of energy. 
This increases the fuel storage and delivery costs. Although pipelines 
would, in theory, be the most economical method of delivery, and pipe-
line shipments of ethanol have been successfully achieved, a number of 
technical and logistical challenges remain. Typically, current volumes of 
ethanol produced in an agricultural region to meet local demand, or for 
export, are usually too low to justify the related investment costs and 
operational challenges of constructing a dedicated pipeline. [8.2.4.3]

8.6  Integration of renewable energy into 
autonomous systems

Autonomous energy supply systems are typically small scale and are 
often located in off-grid remote areas, on small islands, or in individual 
buildings where the provision of commercial energy is not readily avail-
able through grids and networks. Several types of autonomous systems 
exist and can make use of either single energy carriers, for example, 
electricity, heat, or liquid, gaseous or solid fuels, or a combination of 
carriers. [8.2.5, 8.2.5.1]

In principle, RE integration issues for autonomous systems are similar 
to centralized systems, for example, for supply/demand balancing of 
electricity supply systems, selection of heating and cooling options, pro-
duction of RE gases and liquid biofuel production for local use. However, 
unlike larger centralized supply systems, smaller autonomous systems 
often have fewer RE supply options that are readily available at a local 
scale. Additionally, some of the technical and institutional options for 
managing integration within larger networks become more diffi cult or 
even implausible for smaller autonomous systems, such as RE supply 
forecasting, probabilistic unit commitment procedures, stringent fuel 
quality standards, and the smoothing effects of geographical and tech-
nical diversity. [8.2.1–8.2.5]

RE integration solutions typically become more restricted as supply 
systems become smaller. Therefore greater reliance must be placed 
on those solutions that are readily available. Focusing on variable RE 
resources, because of restricted options for interconnection and operat-
ing and planning procedures, autonomous systems will naturally have a 
tendency to focus on energy storage options, various types of demand 
response, and highly fl exible fossil fuel generation to help match supply 
and demand. RE supply options that better match local load profi les, 
or that are dispatchable, may be chosen over other lower-cost options 
that do not have as strong a match with load patterns or are variable. 
Managing RE integration within autonomous systems will, all else being 
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There are a number of possible fuel/vehicle pathways from the conver-
sion of the primary energy source to an energy carrier (or fuel) through 
to the end use, whether in advanced internal combustion engine vehicles 
(ICEVs), electric battery vehicles (EVs), hybrid electric vehicles (HEVs), 
plug-in hybrid electric vehicles (PHEVs) or hydrogen fuel cell vehicles 
(HFCVs) (Figure TS.8.6). [8.3.1.2]

Improving the effi ciency of the transport sector, and decarboniz-
ing it, have been identifi ed as being critically important to achieving 
long-term, deep reductions in global GHG emissions. The approaches 
to reducing transport-related emissions include a reduction in travel 
demand, increased vehicle effi ciency, shifting to more effi cient modes 
of transport, and replacing petroleum-based fuels with alternative low- 
or near-zero-carbon fuels (including biofuels, electricity or hydrogen 
produced from low-carbon primary energy sources). Scenario studies 
strongly suggest that a combination of technologies will be needed to 
accomplish 50 to 80% reductions (compared to current rates) in GHG 
emissions by 2050 whilst meeting the growing transport energy demand 
(Figure TS.8.7). [8.3.1.1]

The current use of RE for transport is only a few percent of the total 
energy demand, mainly through electric rail and the blending of liquid 
biofuels with petroleum products. Millions of LDVs capable of running 
on high-biofuel blends are already in the world fl eet and biofuel tech-
nology is commercially mature, as is the use of compressed biomethane 
in vehicles suitable for running on compressed natural gas. [8.2.3] 

However, making a transition to new fuels and engine types is a 
complex process involving technology development, cost, infrastruc-
ture, consumer acceptance, and environmental and resource impacts. 
Transition issues vary for biofuels, hydrogen, and electric vehicles (Table 
TS.8.2) with no one option seen to be a clear ‘winner’ and all need-
ing several decades to be deployed at a large scale. Biofuels are well 
proven, contributing around 2% of road transport fuels in 2008, but 
there are issues of sustainability. [2.5] Many hydrogen fuel cell vehicles 
have been demonstrated, but these are unlikely to be commercialized 
until at least 2015 to 2020 due to the barriers of fuel cell durability, cost, 
onboard hydrogen storage issues and hydrogen infrastructure avail-
ability. For EVs and PHEVs, the cost and relatively short life of present 
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Figure TS.8.6 | A range of possible light duty vehicle fuel pathways, from primary energy sources (top), through energy carriers, to end-use vehicle drive train options (bottom) (with 
RE resources highlighted in green). [Figure 8.13] 

Notes: F-T= Fischer-Tropsch process; DME = dimethyl ether; ICE = internal combustion engine; HEV = hybrid electric vehicle; EV = electric vehicle; ‘unconventional oil’ refers to oil 
sands, oil shale and other heavy crudes.
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battery technologies, the limited vehicle range between recharging, and 
the time for recharging, can be barriers to consumer acceptance. EV 
and PHEV designs are undergoing rapid development, spurred by recent 
policy initiatives worldwide, and several companies have announced 
plans to commercialize them. One strategy could be to introduce PHEVs 
initially while developing and scaling up battery technologies. For hydro-
gen and electric vehicles, it may take several decades to implement a 
practical transport system by developing the necessary infrastructure at 
the large scale.

An advantage of biofuels is their relative compatibility with the existing 
liquid fuel infrastructure. They can be blended with petroleum prod-
ucts and most ICE vehicles can be run on blends, some even on up to 
100% biofuel. They are similar to gasoline or diesel in terms of vehicle 
performance14 and refuelling times, though some have limits on the 
concentrations that can be blended and they typically cannot be easily 
distributed using existing fuel pipelines without modifi cations. The sus-
tainability of the available biomass resource is a serious issue for some 
biofuels. [2.5, 8.2.4, 8.3.1.2] 

14 Performance in this instance excludes energy content. The energy content of biofuels 
is generally lower than their equivalent petroleum product.

Hydrogen has the potential to tap vast new energy resources to provide 
transport with zero or near-zero emissions. The technology for hydro-
gen from biomass gasifi cation is being developed, and could become 
competitive beyond 2025. Hydrogen derived from RE sources by elec-
trolysis has cost barriers rather than issues of technical feasibility or 
resource availability. Initially RE and other low-carbon technologies will 
likely be used to generate electricity, a development that could help 
enable near-zero-carbon hydrogen to be co-produced with electricity or 
heat in future energy complexes. Hydrogen is not yet widely distributed 
compared to electricity, natural gas, gasoline, diesel or biofuels but could 
be preferred in the future for large HDVs that have a long range and need 
relatively fast refuelling times. Bringing hydrogen to large numbers of 
vehicles would require building a new refuelling infrastructure that could 
take several decades to construct. The fi rst steps to provide hydrogen to 
test fl eets and demonstrate refuelling technologies in mini-networks have 
begun in several countries. [2.6.3.2, 8.3.1, 8.3.1.2] 

For RE electricity to supply high numbers of EVs and PHEVs in future mar-
kets, several innovations must occur such as development of batteries and 
low-cost electricity supply available for recharging when the EVs need it. 
If using night-time, off-peak recharging, new capacity is less likely to be 
needed and in some locations there may be a good temporal match with 
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Figure TS.8.7 | Well-to-wheels (WTW) GHG emission reductions per kilometre travelled, with ranges shown taken from selected studies of alternative light duty fuel/vehicle pathways, 
normalized to the GHG emissions of a gasoline, internal combustion engine, light-duty vehicle. [Figure 8.17] 

Notes: To allow for easier comparison among studies, WTW GHG emissions per km were normalized to emissions from a gasoline ICEV (such that ‘Gasoline ICEV’ = 1) taken from 
each study and ranging from 170 to 394 g CO2/km. For all hydrogen pathways, hydrogen is stored onboard the vehicle as a compressed gas (GH2). CNG = compressed natural gas; 
SMR = steam methane reformer.
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Table TS.8.2 | Transition issues for the use of biofuels, hydrogen and electricity as transport fuels for light duty vehicles. [Summarized from 8.3.1]

Technology Status Biofuels Hydrogen Electricity

Existing and potential primary 

resources

Sugar, starch, oil crops; cellulosic crops; forest, 
agricultural and solid wastes; algae and other 
biological oils.

Fossil fuels; nuclear; all RE. Potential RE 
resource base is large but ineffi ciencies and 
costs of converting to H2 can be an issue.

Fossil fuels, nuclear, all RE. Potential RE resource 
base is large.

Fuel production

First generation: ethanol from sugar and 
starch crops, biomethane, biodiesel. Advanced 
second-generation biofuels, e.g., from cel-
lulosic biomass, bio-wastes, bio-oils, and algae 
after at least 2015.

Fossil H2 commercial for large-scale 
industrial applications, but not competitive 
as transport fuel. Renewable H2 generally 
more costly.

Commercial power readily available. RE electricity 
can be more costly, but preferred for transport 
due to low GHG emissions on a lifecycle basis.

Vehicles

Millions of fl exi-fuel vehicles exist that use 
high shares of ethanol. Conventional ICEVs 
limited to low concentration blends of ethanol 
(<25%). Some commercial agricultural tractors 
and machinery can run on 100% biodiesel.

Demonstration HFCVs. Commercial HFCVs 
not until 2015 to 2020.

Demonstration PHEVs, Commercial PHEVs not 
until 2012 to 2015. Limited current use of EVs. 
Commercial EVs not until 2015 to 2020.

Costs1 compared with gasoline 
ICE vehicles

Incremental vehicle price compared to 

future gasoline ICEV (USD2005)
Similar price.

HFCV experience (by 2035) price increment 
>USD 5,300 

Experience (by 2035) price increment: PHEVs 
>USD 5,900; EVs >USD 14,000

Fuel cost (USD2005/km)

Fuel cost per km varies with biofuel type 
and level of agricultural subsidy. Biofuel can 
compete if price per unit of energy equates to 
gasoline/diesel price per unit of energy. Etha-
nol in Brazil competes without subsidies.

Target fuel cost at USD 3 to 4/kg for mature 
H2 infrastructure—may prove optimistic. 
When used in HFCVs, competes with gaso-
line in HCEVs at USD 0.40 to 0.53/l. Assumes 
HFCV has twice fuel economy of gasoline 
ICEV. RE-derived H2 around 1.5 to 3 times 
more expensive than other from sources.

Electricity cost per km, when the power is 
purchased at USD 0.10 to 0.30/kWh, competes 
with gasoline when purchased at USD 0.3 to 0.9/l 
(assuming the EV has fuel economy 3 times that 
of the gasoline ICEV).

Compatibility with existing 

infrastructure

Partly compatible with existing petroleum 
distribution system. Separate distribution 
and storage infrastructure may be needed for 
ethanol.

New H2 infrastructure needed, as well as 
renewable H2 production sources. Infrastruc-
ture deployment must be coordinated with 
vehicle market growth.

Widespread electric infrastructure in place. Need 
to add in-home and public recharger costs, RE 
generation sources, and upgrading of transmis-
sion and distribution (especially for fast chargers).

Consumer acceptance

Depends upon comparative fuel costs. Alcohol 
vehicles can have shorter range than gasoline. 
Potential cost impact on food crops. Land use 
and water issues can be factors.

Depends upon comparative vehicle and 
fuel costs. Public perception of safety. Poor 
public refuelling station availability in early 
markets.

High initial vehicle cost. High electricity cost of 
charging on-peak. Limited range unless PHEV. 
Modest to long recharging time, but home 
recharging possible. Signifi cantly degraded 
performance in extreme cold winters or hot sum-
mers. Poor public refuelling station availability in 
early markets

GHG emissions

Depends on feedstock, pathway and land use 
issue2. Low for fuels from biomass residues 
including sugarcane. Near-term can be high 
for corn ethanol. Advanced second-generation 
biofuels likely to be lower.

Depends on H2 production mix. Compared 
to future hybrid gasoline ICEVs, WTW GHG 
emissions for HFCVs using H2 from natural 
gas can be slightly more or less depending 
on assumptions. WTW GHG emissions can 
approach zero for RE or nuclear pathways.

Depends on grid mix. Using coal-dominated grid 
mix, EVs and PHEVs have WTW GHG emissions 
similar or higher than gasoline HEV. With larger 
fraction of RE and low-carbon electricity, WTW 
emissions are lower.

Petroleum consumption Low for blends Very low Very low

Environmental and sustainability 
issues

Air pollution

Similar to gasoline. Additional issues for 
ethanol due to permeation of volatile organic 
compounds through fuel tank seals. Aldehyde 
emissions.

Zero emission vehicle Zero emission vehicle.

Water use
More than gasoline depending on feedstock 
and crop irrigation needs.

Potentially low but depends on pathway as 
electrolysis and steam reformation depend 
on water.

Potentially very low but depends on pathway 
used for power generation.

Land use
Might compete with food and fi bre production 
on cropland.

Depends on pathway. Depends on pathway.

Materials use
Platinum in fuel cells. Neodymium and 
other rare earths in electric motors. Material 
recycling.

Lithium in batteries. Neodymium and other rare 
earths in electric motors. Material recycling.

Notes: 1. Costs quoted do not always include payback of incremental fi rst vehicle costs. 2. Indirect land use-related GHG emissions linked to biofuels is not included.
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wind or hydropower resources. Grid fl exibility and/or energy storage may 
also be needed to balance vehicle recharging electricity demand with RE 
source availability. [8.2.1] 

Other than LDVs, it is possible to introduce RE options and lower GHG 
emissions in the other transport sectors: HDVs, aviation, maritime and 
rail. The use of biofuels is key for increasing the share of RE in these sub-
sectors but current designs of ICEs would probably need to be modifi ed 
to operate on high-biofuel blends (above 80%). Aviation has perhaps less 
potential for fuel switching than the other sub-sectors due to safety needs 
and to minimize fuel weight and volume. However, various airlines and 
aircraft manufacturers have fl own demonstration test fl ights using vari-
ous biofuel blends, but signifi cantly more processing is needed than for 
road fuels to ensure that stringent aviation fuel specifi cations are met, 
particularly at cold temperatures. For rail transport, as around 90% of the 
industry is powered by diesel fuel, greater electrifi cation and the increased 
use of biodiesel are the two primary options for introducing RE. [8.3.1.5] 

Given all these uncertainties and cost reduction challenges, it is impor-
tant to maintain a portfolio approach over a long time line that includes 
behavioural changes (for example to reduce annual vehicle kilometres 
travelled or kilometres fl own), more energy effi cient vehicles, and a vari-
ety of low-carbon fuels. [8.3.1.5]

8.7.2  Buildings and households

The building sector provides shelter and a variety of energy services to 
support the livelihoods and well-being of people living in both developed 
and developing countries. In 2008, it accounted for approximately 120 EJ 
(about 37%) of total global fi nal energy use (including between 30 and 
45 EJ of primary energy from traditional biomass used for cooking and 
heating). The high share of total building energy demand for heating 
and cooling is usually met by fossil fuels (oil burners, gas heaters) and 
electricity (fans and air-conditioners). In many regions, these can be 
replaced economically by district heating and cooling (DHC) schemes 
or by the direct use of RE systems in buildings, such as modern biomass 
pellets and enclosed stoves, heat pumps (including ground source), solar 
thermal water and space heating, and solar sorption cooling systems. 
[2.2, 8.2.2, 8.3.2] 

RE electricity generation technologies integrated into buildings (such as 
solar PV panels) provide the potential for buildings to become energy 
suppliers rather than energy consumers. Integration of RE into exist-
ing urban environments, combined with energy effi cient appliances and 
‘green building’ designs, are key to further deployment. For both house-
hold and commercial building sub-sectors, energy vectors and energy 
service delivery systems vary depending on the local characteristics and 
RE resources of a region, its wealth, and the average age of the current 
buildings and infrastructure impacting stock turnover. [8.3.2] 

The features and conditions of energy demands in an existing or new 
building, and the prospects for RE integration, differ with location and 
between one building design and another. In both urban and rural 
settlements in developed countries, most buildings are connected to 
electricity, water and sewage distribution schemes. With a low building 
stock turnover rate of only around 1% per year in developed countries, 
future retrofi tting of existing buildings will need to play a signifi cant 
role in RE integration as well as energy effi ciency improvements. 
Examples include installation of solar water heaters and ground source 
heat pumps and development or extensions of DHC systems that, being 
fl exible on sources of heat or cold, allow for a transition to a greater 
share of RE over time. These can involve relatively high up-front invest-
ment costs and long payback periods, but these can possibly be offset 
by amended planning consents and regulations so they become more 
enabling, improved energy effi cient designs, and the provision of eco-
nomic incentives and fi nancial arrangements. [8.2.2, 8.3.2.1]

Grid electricity supply is available in most urban areas of developing 
countries, although often the supply system has limited capacity and 
is unreliable. Increased integration of RE technologies using local RE 
resources could help ensure a secure energy supply and also improve 
energy access. In urban and rural settlements in developing countries, 
energy consumption patterns often include the unsustainable use of 
biomass and charcoal. The challenge is to reverse the increasing tra-
ditional biomass consumption patterns by providing improved access 
to modern energy carriers and services and increasing the share of RE 
through integration measures. The distributed nature of solar and other 
RE resources is benefi cial for their integration into new and existing 
buildings however modest they might be, including dwellings in rural 
areas not connected to energy supply grids. [8.2.2.2, 8.2.5] 

8.7.3  Industry

Manufacturing industries account for about 30% of global fi nal energy 
use, although the share differs markedly between countries. The sector 
is highly diverse, but around 85% of industrial energy use is by the more 
energy-intensive ‘heavy’ industries including iron and steel, non-ferrous 
metals, chemicals and fertilizers, petroleum refi ning, mineral mining, 
and pulp and paper. [8.3.3.1]

There are no severe technical limits to increasing the direct and indirect 
use of RE in industry in the future. However, integration in the short 
term may be limited by factors such as land and space constraints or 
demands for high reliability and continuous operation. In addition to 
the integration of higher shares of RE, key measures to reduce indus-
trial energy demands and/or GHG emissions include energy effi ciency, 
recycling of materials, CCS for CO2-emitting industries such as cement 
manufacturing, and the substitution of fossil fuel feedstocks. In addi-
tion, industry can provide demand-response facilities that are likely to 
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Figure TS.8.8 | Industrial heat demands for various temperature quality ranges by the 
heavy industrial and light manufacturing sub-sectors, based on an assessment within 32 
European countries. [Figure 8.23]
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achieve greater prominence in future electricity systems that have a 
higher penetration of variable RE sources. [8.3.3.1]

The main opportunities for RE integration in industry include: 

•  Direct use of biomass-derived fuels and process residues for onsite 
production, and use of biofuels, heat and CHP; [2.4.3]

• Indirect use through increased use of RE-based electricity, includ-
ing electro-thermal processes; [8.3.3] 

• Indirect use through other purchased RE-based energy carri-
ers including heat, liquid fuels, biogas, and, possibly to a greater 
degree in the future, hydrogen; [8.2.2–8.2.4]

• Direct use of solar thermal energy for process heat and steam 
demands although few examples exist to date; [3.3.2] and 

• Direct use of geothermal resources for process heat and steam 
demands. [4.3.5]

Industry is not only a potential user of RE but also a potential supplier 
of bioenergy as a co-product. The current direct use of RE in industry 
is dominated by biomass produced in the pulp and paper, sugar and 
ethanol industries as process by-products and used for cogenerated 
heat and electricity, mainly onsite for the process but also sold off-
site. Biomass is also an important fuel for many small and medium 
enterprises such as brick making, notably as charcoal in developing 
countries. [8.3.3.1] 

Possible pathways for increased use of RE in energy-intensive indus-
tries vary between the different industrial sub-sectors. Biomass, for 
example, is technically able to replace fossil fuels in boilers, kilns and 
furnaces or to replace petrochemicals with bio-based chemicals and 
materials. However, due to the scale of many industrial operations, 
access to suffi cient volumes of local biomass may be a constraint. Use 
of solar technologies can be constrained in some locations with low 
annual sunshine hours. The direct supply of hydropower to aluminium 
smelters is not unusual but, for many energy-intensive processes, the 
main option is indirect integration of RE through switching to RE elec-
tricity from the grid, or, in the future, to hydrogen. The broad range of 
options for producing low-carbon electricity, and its versatility of use, 
implies that electro-thermal processes could become more important 
in the future for replacing fossil fuels in a range of industrial processes. 
[8.3.3.2] 

Less energy-intensive ‘light’ industries, including food processing, tex-
tiles, light manufacturing of appliances and electronics, automotive 
assembly plants, and saw-milling, although numerous, account for a 
smaller share of total energy use than do the heavy industries. Much 
of the energy demand by these ‘light’ industries refl ects the energy use 
in commercial buildings for lighting, space heating, cooling, ventilation 
and offi ce equipment. In general, light industries are more fl exible and 
offer more readily accessible opportunities for the integration of RE 
than do energy-intensive industries. [8.3.3.3]

RE integration for process heat is practical at temperatures below around 
400°C using the combustion of biomass (including charcoal) as well as 
solar thermal or direct geothermal energy. To meet process heat demand 
above 400°C, RE resources, with the exception of high-temperature solar, 
are less suitable (Figure TS.8.8). [8.3.3.3]

The potentials and costs for increasing the use of RE in industry are 
poorly understood due to the complexity and diversity of industry and 
the various geographical and local climatic conditions. Near-term oppor-
tunities for achieving higher RE shares could result from the increased 
utilization of process residues, CHP in biomass-based industries, and 
substitution of fossil fuels used for heating. Solar thermal technologies 
are promising with further development of collectors, thermal storage, 
back-up systems, process adaptation and integration under evaluation. 
RE integration using electricity generated from RE sources for electro-
technologies may have the largest impact both in the near and long 
term. [8.3.3.2, 8.3.3.3] 

Use of RE in industry has had diffi culty in competing in the past in many 
regions due to relatively low fossil fuel prices together with low, or 
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non-existent, energy and carbon taxes. RE support policies in different 
countries tend to focus more on the transport and building sectors than 
on industry and consequently the potential for RE integration is rela-
tively uncertain. Where support policies have been applied, successful RE 
deployment has resulted. [8.3.3.3]

8.7.4  Agriculture, forestry and fi shing 

Agriculture is a relatively low energy-consuming sector, utilizing only 
around 3% of total global consumer energy. The sector includes large 
corporate-owned farms and forests as well as subsistence farmers and 
fi sher-folk in developing countries. The relatively high indirect energy 
use for the manufacture of fertilizers and machinery is included in the 
industry sector. Pumping water for irrigation usually accounts for the 
highest on-farm energy demand, along with diesel use for machinery 
and electricity for milking, refrigeration and fi xed equipment. [8.3.4.1]

In many regions, land under cultivation could simultaneously be used 
for RE production. Multi-use of land for agriculture and energy pur-
poses is becoming common, such as wind turbines constructed on 
grazing land; biogas plants used for treating animal manure with the 
nutrients recycled to the land; waterways used for small- and micro-
hydropower systems; crop residues collected and combusted for heat 
and power; and energy crops grown and managed specifi cally to pro-
vide a biomass feedstock for liquid biofuels, heat and power generation 
(with co-products possibly used for feed and fi bre). [2.6, 8.3.4.2, 8.3.4.3] 

Since RE resources including wind, solar, crop residues and animal 
wastes are often abundant in rural areas, their capture and integration 
can enable the landowner or farm manager to utilize them locally for 
the farming operations. They can also earn additional revenue when 
energy carriers such as RE electricity or biogas are exported off the 
farm. [8.3.4]

Despite barriers to greater RE technology deployment including high 
capital costs, lack of available fi nancing and remoteness from energy 
demand, it is likely that RE will be used to a greater degree by the 
global agricultural sector in the future to meet energy demands for pri-
mary production and post-harvest operations at both large and small 
scales. [8.3.4.1–8.3.4.2]

Integration strategies that could increase the deployment of RE in 
the primary sector will partly depend upon the local and regional RE 
resources, on-farm energy demand patterns, project fi nancing opportu-
nities and existing energy markets. [8.3.4.3]

9. Renewable Energy in the Context 
of Sustainable Development

9.1  Introduction

Sustainable development (SD) addresses concerns about relationships 
between human society and nature. Traditionally, SD has been framed 
in the three-pillar model—Economy, Ecology, and Society—allowing a 
schematic categorization of development goals, with the three pillars 
being interdependent and mutually reinforcing. Within another concep-
tual framework, SD can be oriented along a continuum between the 
two paradigms of weak sustainability and strong sustainability. The two 
paradigms differ in assumptions about the substitutability of natural 
and human-made capital. RE can contribute to the development goals 
of the three-pillar model and can be assessed in terms of both weak and 
strong SD, since RE utilization is defi ned as sustaining natural capital 
as long as the resource use does not reduce the potential for future 
harvest. [9.1] 

9.2  Interactions between sustainable 
development and renewable energy 

The relationship between RE and SD can be viewed as a hierarchy of goals 
and constraints that involve both global and regional or local consider-
ations. Though the exact contribution of RE to SD has to be evaluated 
in a country-specifi c context, RE offers the opportunity to contribute to 
a number of important SD goals: (1) social and economic development; 
(2) energy access; (3) energy security; and (4) climate change mitigation 
and the reduction of environmental and health impacts. The mitigation 
of dangerous anthropogenic climate change is seen as one strong driv-
ing force behind the increased use of RE worldwide. [9.2, 9.2.1]

These goals can be linked to both the three-pillar model and the weak 
and strong SD paradigms. SD concepts provide useful frameworks for 
policymakers to assess the contribution of RE to SD and to formulate 
appropriate economic, social and environmental measures. [9.2.1] 

The use of indicators can assist countries in monitoring progress made 
in energy subsystems consistent with sustainability principles, although 
there are many different ways to classify indicators of SD. The assess-
ments carried out for the report and Chapter 9 are based on different 
methodological tools, including bottom-up indicators derived from 
attributional lifecycle assessments (LCA) or energy statistics, dynamic 
integrated modelling approaches, and qualitative analyses. [9.2.2]
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Conventional economic growth metrics (GDP) as well as the conceptu-
ally broader Human Development Index (HDI) are analyzed to evaluate 
the contribution of RE to social and economic development. Potential 
employment opportunities, which serve as a motivation for some coun-
tries to support RE deployment, as well as critical fi nancing questions for 
developing countries are also addressed. [9.2.2]

Access to modern energy services, whether from renewable or non-
renewable sources, is closely correlated with measures of development, 
particularly for those countries at earlier development stages. Providing 
access to modern energy for the poorest members of society is crucial 
for the achievement of any single of the eight Millennium Development 
Goals. Concrete indicators used include per capita fi nal energy con-
sumption related to income, as well as breakdowns of electricity access 
(divided into rural and urban areas), and numbers for those parts of the 
population using coal or traditional biomass for cooking. [9.2.2]

Despite the lack of a commonly accepted defi nition, the term ‘energy 
security’ can best be understood as robustness against (sudden) disrup-
tions of energy supply. Two broad themes can be identifi ed that are 
relevant to energy security, whether for current systems or for the plan-
ning of future RE systems: availability and distribution of resources; and 
variability and reliability of energy supply. The indicators used to provide 
information about the energy security criterion of SD are the magni-
tude of reserves, the reserves-to-production ratio, the share of imports in 
total primary energy consumption, the share of energy imports in total 
imports, as well as the share of variable and unpredictable RE sources. 
[9.2.2]

To evaluate the overall burden from the energy system on the envi-
ronment, and to identify potential trade-offs, a range of impacts and 
categories have to be taken into account. These include mass emissions 
to air (in particular GHGs) and water, and usage of water, energy and 
land per unit of energy generated and these must be evaluated across 
technologies. While recognizing that LCAs do not give the only possible 
answer as to the sustainability of a given technology, they are a par-
ticularly useful methodology for determining total system impacts of 
a given technology, which can serve as a basis for comparison. [9.2.2]

Scenario analyses provide insights into what extent integrated models 
take account of the four SD goals in different RE deployment pathways. 
Pathways are primarily understood as scenario results that attempt to 
address the complex interrelations among the different energy tech-
nologies at a global scale. Therefore, Chapter 9 mainly refers to global 
scenarios derived from integrated models that are also at the core of the 
analysis in Chapter 10. [9.2.2]

9.3  Social, environmental and economic 
impacts: Global and regional assessment

Countries at different levels of development have different incentives to 
advance RE. For developing countries, the most likely reasons to adopt 

RE technologies are providing access to energy, creating employment 
opportunities in the formal (i.e., legally regulated and taxable) economy, 
and reducing the costs of energy imports (or, in the case of fossil energy 
exporters, prolonging the lifetime of their natural resource base). For 
industrialized countries, the primary reasons to encourage RE include 
reducing carbon emissions to mitigate climate change, enhancing energy 
security, and actively promoting structural change in the economy, such 
that job losses in declining manufacturing sectors are softened by new 
employment opportunities related to RE. [9.3]

9.3.1  Social and economic development 

Globally, per capita incomes are positively correlated with per capita 
energy use and economic growth can be identifi ed as the most rele-
vant factor behind increasing energy consumption in the last decades. 
However, there is no agreement on the direction of the causal relation-
ship between energy use and increased macroeconomic output. [9.3.1.1]

As economic activity expands and diversifi es, demands for more sophis-
ticated and fl exible energy sources arise: from a sectoral perspective, 
countries at an early stage of development consume the largest part 
of total primary energy in the residential (and to a lesser extent agri-
cultural) sector; in emerging economies the manufacturing sector 
dominates, while in fully industrialized countries services and transport 
account for steadily increasing shares (see Figure TS.9.1).   [9.3.1.1]

Despite the close correlation between GDP and energy use, a wide vari-
ety of energy use patterns across countries prevails: some have achieved 
high levels of per capita incomes with relatively low energy consump-
tion. Others remain rather poor despite elevated levels of energy use, in 
particular countries abundantly endowed with fossil fuel resources, in 
which energy is often heavily subsidized. One hypothesis suggests that 
economic growth can largely be decoupled from energy use by steady 
declines in energy intensity. Further, it is often asserted that developing 
economies and economies in transition can ‘leapfrog’, that is, limit their 
energy use by adopting modern, highly effi cient energy technologies. 
[9.3.1.1, Box 9.5] 

Access to clean and reliable energy constitutes an important prerequisite 
for fundamental determinants of human development, such as health, 
education, gender equality and environmental safety. Using the HDI as 
a proxy indicator of development, countries that have achieved high HDI 
levels in general consume relatively large amounts of energy per capita 
and no country has achieved a high or even a medium HDI without 
signifi cant access to non-traditional energy supplies. A certain minimum 
amount of energy is required to guarantee an acceptable standard of 
living (e.g., 42 GJ per capita), after which raising energy consumption 
yields only marginal improvements in the quality of life. [9.3.1.2]

Estimates of current net employment effects of RE differ due to dis-
agreements regarding the use of the appropriate methodology. Still, 
there seems to be agreement about the positive long-term effects of RE 
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as an important contribution to job creation, which has been stressed in 
many national green-growth strategies. [9.3.1.3] 

In general, the purely economic costs of RE exceed those of fossil fuel-
based energy production in most instances. Especially for developing 
countries, the associated costs are a major factor determining the desir-
ability of RE to meet increasing energy demand, and concerns have 
been voiced that increased energy prices might endanger industrializing 

countries’ development prospects. Overall, cost considerations cannot be 
discussed independently of the burden-sharing regime adopted, that is, 
without specifying who assumes the costs for the benefi ts brought about 
from reduced GHG emissions, which can be characterized as a global pub-
lic good. [9.3.1.4] 

9.3.2  Energy access

Signifi cant parts of the global population today have no or limited access 
to modern and clean energy services. From a sustainable development 
perspective, sustainable energy expansion needs to increase the avail-
ability of energy services to groups that currently have no or limited 
access to them: the poor (measured by wealth, income or more integra-
tive indicators), those in rural areas and those without connections to 
the grid. [9.3.2]

Acknowledging the existing constraints regarding data availability and 
quality, 2009 estimates of the number of people without access to elec-
tricity are around 1.4 billion. The number of people relying on traditional 
biomass for cooking is around 2.7 billion, which causes signifi cant health 
problems (notably indoor air pollution) and other social burdens (e.g., 
time spent gathering fuel) in the developing world. Given the strong cor-
relation between household income and use of low quality fuels (Figure 
TS.9.2), a major challenge is to reverse the pattern of ineffi cient biomass 
consumption by changing the present, often unsustainable, use to more 
sustainable and effi cient alternatives. [9.3.2]

By defi ning energy access as ‘access to clean, reliable and affordable energy 
services for cooking and heating, lighting, communications and productive 
uses’, the incremental process of climbing the steps of the energy ladder 
is illustrated; even basic levels of access to modern energy services can 
provide substantial benefi ts to a community or household. [9.3.2]

In developing countries, decentralized grids based on RE have expanded 
and improved energy access; they are generally more competitive in rural 
areas with signifi cant distances to the national grid and the low levels of 
rural electrifi cation offer signifi cant opportunities for RE-based mini-grid 
systems. In addition, non-electrical RE technologies offer opportunities 
for direct modernization of energy services, for example, using solar 
energy for water heating and crop drying, biofuels for transportation, 
biogas and modern biomass for heating, cooling, cooking and lighting, 
and wind for water pumping. While the specifi c role of RE in providing 
energy access in a more sustainable manner than other energy sources 
is not well understood, some of these technologies allow local commu-
nities to widen their energy choices; they stimulate economies, provide 
incentives for local entrepreneurial efforts and meet basic needs and ser-
vices related to lighting and cooking, thus providing ancillary health and 
education benefi ts. [9.3.2]
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Figure TS.9.1 | Energy use (EJ) by economic sector. Note that the underlying data are 
calculated using the IEA physical content method, not the direct equivalent method.1 

Notes: RoW = Rest of World. [Figure 9. 2] 1. Historical energy data have only been avail-
able for energy use by economic sector. For a conversion of the data using the direct 
equivalent method, the different energy carriers used by each economic sector would 
need to be known.
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9.3.3  Energy security 

The use of RE permits substitution away from increasingly scarce fos-
sil fuel supplies; current estimates of the ratio of proven reserves to 
current production show that globally oil and natural gas would be 
exhausted in about four and six decades, respectively. [9.3.3.1]

As many renewable sources are localized and not internationally trad-
able, increasing their share in a country’s energy portfolio diminishes 
the dependence on imports of fossil fuels, whose spatial distribution 
of reserves, production and exports is very uneven and highly con-
centrated in a few regions (Figure TS.9.3). As long as RE markets are 
not characterized by such geographically concentrated supply, this 
helps to diversify the portfolio of energy sources and to reduce the 
economy’s vulnerability to price volatility. For oil-importing developing 
countries, increased uptake of RE technologies could be an avenue to 
redirect foreign exchange fl ows away from energy imports towards 
imports of goods that cannot be produced locally, such as high-tech 
capital goods. For example, Kenya and Senegal spend more than half 
of their export earnings for importing energy, while India spends over 
45%. [9.3.3.1]

However, import dependencies can also occur in relation to the tech-
nologies needed for implementation of RE, with the secure access to 
required scarce inorganic mineral raw materials at reasonable prices 
constituting an upcoming challenge for all industries. [9.3.3.1]

The variable output profi les of some RE technologies often necessitate 
technical and institutional measures appropriate to local conditions to 
assure a constant and reliable energy supply. Reliable energy access 
is a particular challenge in developing countries and indicators for the 
reliability of infrastructure services show that in sub-Saharan Africa, 
almost 50% of fi rms maintain their own generation equipment. Many 
developing countries therefore specifi cally link energy access and secu-
rity issues by broadening the defi nition of energy security to include 
stability and reliability of local supply. [9.3.3.2]

9.3.4  Climate change mitigation and reduction of 
environmental and health impacts

Sustainable development must ensure environmental quality and 
prevent undue environmental harm. No large-scale technology deploy-
ment comes without environmental trade-offs and a large body of 
literature is available that assesses various environmental impacts of 
the broad range of energy technologies (RE, fossil and nuclear) from a 
bottom-up perspective. [9.3.4]

Impacts on the climate through GHG emissions are generally well cov-
ered, and LCAs [Box 9.2] facilitate a quantitative comparison of ‘cradle 
to grave’ emissions across technologies. While a signifi cant number of 
studies report on air pollutant emissions and operational water use, evi-
dence is scarce for lifecycle emissions to water, land use, and health 
impacts other than those linked to air pollution. The assessment con-
centrates on those sectors which are best covered by the literature, such 
as electricity generation and transport fuels for GHG emissions. Heating 
and household energy are discussed only briefl y, in particular with 
regards to air pollution and health. Impacts on biodiversity and ecosys-
tems are mostly site-specifi c, diffi cult to quantify and are presented in a 
more qualitative manner. To account for burdens associated with acci-
dents as opposed to normal operation, an overview of risks associated 
with energy technologies is provided. [9.3.4]

LCAs for electricity generation indicate that GHG emissions from RE 
technologies are, in general, considerably lower than those associated 
with fossil fuel options, and in a range of conditions, less than fossil 
fuels employing CCS. The maximum estimate for CSP, geothermal, hydro-
power, ocean and wind energy is less than or equal to 100 g CO2eq/kWh, 
and median values for all RE range from 4 to 46 g CO2eq/kWh. The upper 
quartile of the distribution of estimates for PV and biopower extend two 
to three times above the maximum for other RE technologies. However, 
GHG balances of bioenergy production have more uncertainties: exclud-
ing LUC, biopower could reduce GHG emissions compared to fossil 
fuelled systems and can lead to avoided GHG emissions from residues 
and wastes in landfi ll disposals and co-products; the combination of 

Figure TS.9.2 | The relationship between per capita fi nal energy consumption and 
income in developing countries. Data refer to the most recent year available during the 
period 2000 to 2008. [Figure 9.5]

Note: LPG = liquid petroleum gas. 
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Figure TS.9.3 | Energy imports as the share of total primary energy consumption (%) for coal (hard coal and lignite), crude oil and natural gas for selected world regions in 2008. 
Negative values denote net exporters of energy carriers. [Figure 9.6] 

bioenergy with CCS may provide for further reductions (Figure TS.9.4). 
[9.3.4.1]

Accounting for differences in the quality of power produced, potential 
impacts to grid operation related to the addition of variable generation 
sources, and for direct or indirect LUC could reduce the GHG emissions 
benefi t from switching to renewable electricity generation, but is not 
likely to negate the benefi t. [9.3.4.1]

Measures such as the energy payback time, describing the energetic 
effi ciency of technologies or fuels, have been declining rapidly for some 
RE technologies over recent years (e.g., wind and PV) due to techno-
logical advances and economies of scale. Fossil and nuclear power 
technologies are characterized by the continuous energy requirements 
for fuel extraction and processing, which might become increasingly 
important as qualities of conventional fuel supply decline and shares of 
unconventional fuels rise. [9.3.4.1]

For the assessment of GHG emissions from transportation fuels, selected 
petroleum fuels, fi rst-generation biofuels (i.e., sugar- and starch-based 
ethanol, oilseed-based biodiesel and renewable diesel), and selected 
next-generation biofuels derived from lignocellulosic biomass (i.e., 

ethanol and Fischer-Tropsch diesel) are compared on a well-to-wheel 
basis. In this comparison, GHG emissions from LUC (direct and indi-
rect) and other indirect effects (e.g., petroleum consumption rebound) 
have been excluded, but are separately considered below. Substituting 
biofuels for petroleum-based fuels has the potential to reduce lifecycle 
GHG emissions directly associated with the fuel supply chain. While 
fi rst-generation biofuels result in relatively modest GHG mitigation 
potential (-19 to 77 g CO2eq/MJ for fi rst-generation biofuels versus 85 
to 109 g CO2eq/MJ for petroleum fuels), most next-generation biofuels 
(with lifecycle GHG emissions between -10 and 38 g CO2eq/MJ) could 
provide greater climate benefi ts. Estimates of lifecycle GHG emissions 
are variable and uncertain for both biofuels and petroleum fuels, primar-
ily due to assumptions about biophysical parameters, methodological 
issues and where and how the feedstocks are produced. [9.3.4.1]

Lifecycle GHG emissions from LUC are diffi cult to quantify, with land and 
biomass resource management practices strongly infl uencing any GHG 
emission reduction benefi ts and as such the sustainability of bioenergy. 
Changes to land use or management, brought about directly or indirectly 
by biomass production for use as fuels, power or heat, can lead to changes 
in terrestrial carbon stocks. Depending on the converted land’s prior condi-
tion, this can either cause signifi cant upfront emissions, requiring a time 
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lag of decades to centuries before net savings are achieved, or improve the 
net uptake of carbon into soils and aboveground biomass. Assessments 
of the net GHG effects of bioenergy are made diffi cult by challenges in 
observation, measurement, and attribution of indirect LUC, which depends 
on the environmental, economic, social and policy context and is neither 
directly observable nor easily attributable to a single cause. Illustrative esti-
mates of direct and indirect LUC-related GHG emissions induced by several 
fi rst-generation biofuel pathways provide central tendencies (based on dif-
ferent reporting methods) for a 30-year timeframe: for ethanol (EU wheat, 

US maize, Brazilian sugarcane) 5 to 82 g CO2eq/MJ and for diesel (soy and 
rapeseed) 35 to 63 g CO2eq/MJ. [9.3.4.1] 

Impacts from local and regional air pollution constitute another impor-
tant assessment category, with air pollutants (including particulate 
matter (PM), nitrous oxides (NOx), sulphur dioxide (SO2) and non-methane 
volatile organic compounds (NMVOC)) having effects at the global [Box 
9.4], regional and local scale. Compared to fossil-based power genera-
tion, non-combustion-based RE power generation technologies have the 
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Figure TS.9.4 | Estimates of lifecycle GHG emissions (g CO2eq/kWh) for broad categories of electricity generation technologies, plus some technologies integrated with CCS. Land-use 
related net changes in carbon stocks (mainly applicable to biopower and hydropower from reservoirs) and land management impacts are excluded; negative estimates1 for biopower 
are based on assumptions about avoided emissions from residues and wastes in landfi ll disposals and co-products. References and methods for the review are reported in Annex II. The 
number of estimates is greater than the number of references because many studies considered multiple scenarios. Numbers reported in parentheses pertain to additional references 
and estimates that evaluated technologies with CCS. Distributional information relates to estimates currently available in LCA literature, not necessarily to underlying theoretical or 
practical extrema, or the true central tendency when considering all deployment conditions. [Figure 9.8]

Note: 1. ‘Negative estimates’ within the terminology of lifecycle assessments presented in this report refer to avoided emissions. Unlike the case of bioenergy combined with CCS, 
avoided emissions do not remove GHGs from the atmosphere.
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potential to signifi cantly reduce regional and local air pollution and asso-
ciated health impacts (see this section below). For transportation fuels, 
however, the effect of switching to biofuels on tailpipe emissions is not 
yet clear. [9.3.4.2] 

Local air pollutant emissions from fossil fuels and biomass combustion 
constitute the most important energy related impacts on human health. 
Ambient air pollution, as well as exposure to indoor air pollution from the 
combustion of coal and traditional biomass, has major health impacts and 
is recognized as one of the most important causes of morbidity and mortal-
ity worldwide, particularly for women and children in developing countries. 
In 2000, for example, comparative quantifi cations of health risks showed 
that more than 1.6 million deaths and over 38.5 million of disability-
adjusted life-years (DALYs) were attributable to indoor smoke from solid 
fuels. Besides a fuel switch, mitigation options include improved cook-
stoves, ventilation and building  design and behavioural changes. [9.3.4.3]

Impacts on water relate to operational and upstream water consumption 
of energy technologies and to water quality. These impacts are site specifi c 
and need to be considered with respect to local resources and needs. RE 
technologies like hydropower and some bioenergy systems, for example, 
are dependent on water availability and can either increase competition 
or mitigate water scarcity. In water-scarce areas, non-thermal RE tech-
nologies (e.g., wind and PV) can provide clean electricity without putting 
additional stress on water resources. Conventionally cooled thermal RE 
technologies (e.g., CSP, geothermal, biopower) can use more water dur-
ing operation than non-RE technologies, yet dry cooling confi gurations 
can reduce this impact (Figure TS.9.5). Water use in upstream processes 
can be high for some energy technologies, particularly for fuel extraction 
and biomass feedstock production; including the latter, the current water 
footprint for electricity generation from biomass can be up to several hun-
dred times greater than operational water consumption requirements for 
thermal power plants. Feedstock production, mining operations and fuel 
processing can also affect water quality. [9.3.4.4]

Most energy technologies have substantial land requirements when the 
whole supply chain is included. While the literature on lifecycle estimates 
for land use by energy technologies is scarce, the available evidence sug-
gests that lifecycle land use by fossil energy chains can be comparable 
to or higher than land use by RE sources. For most RE sources, land use 
requirements are largest during the operational stage. An exception is the 
land intensity of bioenergy from dedicated feedstocks, which is signifi -
cantly higher than for any other energy technology and shows substantial 
variations in energy yields per hectare for different feedstocks and climatic 
zones. A number of RE technologies (wind, wave and ocean) occupy large 
areas, but allow secondary uses such as farming, fi shing and recreational 
activities. [9.3.4.5] Connected to land use are (site-specifi c) impacts on 
ecosystems and biodiversity. Occurring through various pathways, the 
most evident ones are through large-scale direct physical alteration of 
habitats and, more indirectly, habitat deterioration. [9.3.4.6]

The comparative assessment of accident risks is a pivotal aspect in a 
comprehensive evaluation of energy security aspects and sustainabil-
ity performance associated with current and future energy systems. 
Risks of various energy technologies to society and the environment 
occur not only during the actual energy generation, but at all stages 
of energy chains. Accident risks of RE technologies are not negligible, 
but the technologies’ often decentralized structure strongly limits the 
potential for disastrous consequences in terms of fatalities. While RE 
technologies overall exhibit low fatality rates, dams associated with 
some hydropower projects may create a specifi c risk depending on site-
specifi c factors. [9.3.4.7]

9.4  Implication of sustainable development 
pathways for renewable energy

Following the more static analysis of the impacts of current and emerg-
ing RE systems on the four SD goals, the SD implications of possible 
future RE deployment pathways are assessed in a more dynamic man-
ner and thus incorporate the intertemporal component of SD. Since 
the interaction of future RE and SD pathways cannot be anticipated 
by relying on a partial analysis of individual energy technologies, the 
discussion is based on results from the scenario literature that typically 
treats the portfolio of technological alternatives in the framework of a 
global or regional energy system. [9.4]

The vast majority of models used to generate the scenarios reviewed 
(see Chapter 10, Section 10.2) capture the interactions between differ-
ent options for supplying, transforming and using energy. The models 
range from regional, energy-economic models to integrated assess-
ment models (IAMs) and are here referred to as integrated models. 
Historically, these models have focused much more on the techno-
logical and macroeconomic aspects of energy transitions, and in the 
process have produced largely aggregated measures of technological 
penetration or energy generated by particular sources of supply. The 
value of these models in generating long-term scenarios and their 
potential to help understand the interrelation between SD and RE rests 
on their ability to consider interactions across a broad set of human 
activities over different regional and time scales. Integrated models 
continually undergo developments, some of which will be crucial for 
the representation of sustainability concerns in the future, for example, 
increasing their temporal and spatial resolution, allowing for a better 
representation of the distribution of wealth across the population and 
incorporating greater detail in human and physical Earth system char-
acterization. [9.4]

The assessment focuses on what model-based analyses currently have 
to say with respect to SD pathways and the role of RE and evaluates 
how model-based analyses can be improved to provide a better under-
standing of sustainability issues in the future. [9.4]
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9.4.1  Social and economic development

Integrated models usually have a strong macro-perspective and do not 
consider advanced welfare measures. [9.2.2, 9.3.1] Instead, they focus 
on economic growth, which in itself is an insuffi cient measure of sus-
tainability, but can be used as an indicative welfare measure in the 
context of different stabilization pathways. Mitigation scenarios usually 

include a tentative strong sustainability constraint by putting an upper 
limit on future GHG emissions. This results in welfare losses (usually 
measured as GDP or consumption foregone) based on assumptions 
about the availability and costs of mitigation technologies. Limiting the 
availability of technological alternatives for constraining GHGs further 
increases welfare losses. Studies that specifi cally assess the implications 
of constraining RE for different GHG concentration stabilization levels 

Figure TS.9.5 | Ranges of rates of operational water consumption by thermal and non-thermal electricity-generating technologies based on a review of available literature (m3/MWh). 
Bars represent absolute ranges from available literature, diamonds single estimates; n represents the number of estimates reported in the sources. Methods and references used in 
this literature review are reported in Annex II. Note that upper values for hydropower result from a few studies measuring gross evaporation values, and may not be representative 
(see Box 5.2). [Figure 9.14] 

Notes: CSP: concentrated solar power; CCS: carbon capture and storage; IGCC: integrated gasifi cation combined cycle; CC: combined cycle; PV: photovoltaic.
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show that the wide availability of all RE technologies is essential in order 
to reach low stabilization levels and that the full availability of low-
carbon technologies, including RE, is crucial for keeping mitigation costs 
at relatively low levels, even for less strict stabilization levels. [9.4.1]

With respect to regional effects, scenario analyses show that developing 
countries are likely to see most of the expansion in RE production. With 
the challenge to overcome high LCOEs of RE technologies still to be 
met, these results hint at the potential of developing countries to leap-
frog the emission-intensive developing paths that developed countries 
have taken so far. Regional mitigation opportunities will, however, vary, 
depending on many factors including technology availability, but also 
population and economic growth. Costs will also depend on the alloca-
tion of tradable emission permits, both initially and over time, under a 
global climate mitigation regime. [9.4.1]

In general, scenario analyses point to the same links between RE, miti-
gation and economic growth in developed and developing countries, 
only the forces are generally larger in non-Annex I countries than in 
Annex I countries due to more rapid assumed economic growth and 
the consequently increasing mitigation burden over time. However, the 
modelling structures used to generate long-term global scenarios gen-
erally assume perfectly functioning economic markets and institutional 
infrastructures across all regions of the globe. They also discount the 
special circumstances that prevail in all countries, particularly in devel-
oping countries where these assumptions are particularly tenuous. These 
sorts of differences and the infl uence they might have on social and 
economic development among countries should be an area of active 
future research. [9.4.1]

9.4.2  Energy access

Integrated models thus far have often been based on developed country 
information and experience and assumed energy systems in other parts 
of the world and at different stages of development to behave likewise. 
Usually, models do not capture important and determinative dynamics 
in developing countries, such as fuel choices, behavioural heterogeneity 
and informal economies. This impedes an assessment of the interaction 
between RE and the future availability of energy services for different 
populations, including basic household level tasks, transportation, and 
energy for commerce, manufacturing and agriculture. However, some 
models have started to integrate factors such as potential supply short-
ages, informal economies and diverse income groups, and to increase 
the distributional resolution. [9.4.2]

Available scenario analyses are still characterized by large uncertain-
ties. For India, results suggested that income distribution in a society 
is as important for increasing energy access as income growth. Also, 

increasing energy access is not necessarily benefi cial for all aspects of 
SD, as a shift to modern energy away from, for example, traditional bio-
mass could simply be a shift to fossil fuels. In general, available scenario 
analyses highlight the role of policies and fi nance for increased energy 
access, even though forced shifts to RE that would provide access to 
modern energy services could negatively affect household budgets. 
[9.4.2]

Further improvements in the distribution resolution and structural rigid-
ity (inability of many models to capture social phenomena and structural 
changes that underlie peoples’ utilization of energy technologies) are 
particularly challenging. An explicit representation of the energy conse-
quences for the poorest, women, specifi c ethnic groups within countries, 
or those in specifi c geographical areas, tends to be outside the range 
of current global model output. In order to provide a more comprehen-
sive view of the possible range of energy access options, future energy 
models should aim for a more explicit representation of relevant deter-
minants (such as traditional fuels, modes of electrifi cation, and income 
distribution) and link these to representations of alternative develop-
ment pathways. [9.4.2]

9.4.3  Energy security

RE can infl uence energy security by mitigating concerns with respect 
to both availability and distribution of resources, as well as to the vari-
ability of energy sources. [9.2.2, 9.3.1] To the extent that RE deployment 
in mitigation scenarios reduces the overall risk of disruption by diver-
sifying the energy portfolio, the energy system is less susceptible to 
(sudden) energy supply disruption. In scenarios, this role of RE will vary 
with the energy form. Solar, wind and ocean energy, which are closely 
associated with electricity production, have the potential to replace 
concentrated and increasingly scarce fossil fuels in the buildings and 
the industry sector. With appropriate carbon mitigation policies in place, 
electricity generation can be relatively easily decarbonized. In contrast, 
the demand for liquid fuels in the transport sector remains inelastic if 
no technological breakthrough can be achieved. While bioenergy could 
play an important role, this will depend on the availability of CCS that 
could divert its use to power generation with CCS—resulting in nega-
tive net carbon emissions for the system and smoothing the overall 
mitigation efforts signifi cantly. [9.4.1, 9.4.3]

Against this background, energy security concerns raised in the past 
that related to oil supply disruptions are likely to remain relevant in 
the future. For developing countries the issue will become even more 
important, as their share in global total oil consumption increases in 
all assessed scenarios (Figure TS.9.6b). As long as technological alter-
natives for oil, for example, biofuels and/or the electrifi cation of the 
transportation sector, do not play a dominant role in scenario analyses, 
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most mitigation scenarios do not see dramatic differences between the 
baseline and policy scenarios with respect to cumulative oil consump-
tion (Figure TS.9.6a). [9.4.3]

An increased market for bioenergy could raise additional energy security 
concerns in the future if it was characterized by a small number of sellers 
and thus showed parallels to today’s oil market. In such an environment, 
the risk that food prices could be linked to volatile bioenergy markets 
would have to be mitigated to impede severe impacts on SD as high and 
volatile food prices would clearly hurt the poor. [9.4.3]

The introduction of variable RE technologies also adds new concerns, 
such as vulnerability to extreme natural events or international price fl uc-
tuations, which are not yet satisfactorily addressed by large integrated 
models. Additional efforts to increase system reliability are likely to add 
costs and involve balancing needs (such as holding stocks of energy), 
the development of complementary fl exible generation, strengthening 
network infrastructure and interconnections, energy storage technolo-
gies and modifi ed institutional arrangements including regulatory and 
market mechanisms [7.5, 8.2.1, 9.4.3]

Energy security considerations today usually focus on the most promi-
nent energy security issues in recent memory. However, energy security 
aspects of the future might go well beyond these issues, for example, 
in relation to critical material inputs for RE technologies. These broader 
concerns as well as options for addressing them, for example, recycling, 
are largely absent from future scenarios of mitigation and RE. [9.4.3]

9.4.4  Climate change mitigation and environmental 
and health impacts in scenarios of the future

Replacing fossil fuels with RE or other low-carbon technologies can sig-
nifi cantly contribute to the reduction of NOx and SO2 emissions. Several 
models have included explicit representation of factors, such as sulphate 
pollution, that are linked to environmental or health impacts. Some sce-
nario results show that climate policy can help drive improvements in 
local air pollution (i.e., PM), but air pollution reduction policies alone do 
not necessarily drive reductions in GHG emissions. Another implication 
of some potential energy trajectories is the possible diversion of land to 
support biofuel production. Scenario results have pointed at the pos-
sibility that, if not accompanied by other policy measures, climate policy 
could drive widespread deforestation, with land use being shifted to 
bioenergy crops with possibly adverse SD implications, including GHG 
emissions. [9.4.4]

Unfortunately, existing scenario literature does not explicitly treat the 
many non-emissions related elements of sustainable energy develop-
ment, such as water use, the impacts of energy choices on household-level 
services, or indoor air quality. This can be partly explained by models 
being designed to look at fairly large world regions without income or 
geographic distributional detail. For a broad assessment of environmen-
tal impacts at the regional and local level, models would need to look 
at smaller scales of geographical impacts, which is currently a matter of 
ongoing research. Finally, many models do not explicitly allow for incor-
poration of LCA results of the technological alternatives. What these 
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 Figure TS.9.6 | (a) Conventional oil reserves compared to projected cumulative oil consumption (ZJ) from 2010 to 2100 in scenarios assessed in Chapter 10 for different scenario 
categories: baseline scenarios, Category III and IV scenarios and low stabilization (Category I+II) scenarios. The thick dark blue line corresponds to the median, the light blue bar 
corresponds to the inter-quartile range (25th to 75th percentile) and the white surrounding bar corresponds to the total range across all reviewed scenarios. The last column shows 
the range of proven recoverable conventional oil reserves (light blue bar) and estimated additional reserves (white surrounding bar). (b) Range of share of global oil consumed in non-
Annex I countries for different scenario categories over time, based on scenarios assessed in Chapter 10. [Figure 9.18] 
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impacts are, whether and how to compare them across categories, and 
whether they might be incorporated into future scenarios would consti-
tute useful areas for future research. [9.4.4]

9.5  Barriers and opportunities for renewable 
energy in the context of sustainable 
development 

Pursuing a renewable energy deployment strategy in the context of SD 
implies that most environmental, social and economic effects are taken 
explicitly into account. Integrated planning, policy and implementation 
processes can support this by anticipating and overcoming potential 
barriers to and exploiting opportunities of RE deployment. [9.5]

Barriers that are particularly pertinent in a sustainable development 
context and that may either impede RE deployment or result in trade-
offs with SD criteria relate to socio-cultural, information and awareness, 
market-related and economic barriers. [9.5.1]

Socio-cultural barriers or concerns have different origins and are intrin-
sically linked to societal and personal values and norms. Such values 
and norms affect the perception and acceptance of RE technologies and 
the potential impacts of their deployment by individuals, groups and 
societies. From a sustainable development perspective, barriers may 
arise from inadequate attention to such socio-cultural concerns, which 
include barriers related to behaviour; natural habitats and natural and 
human heritage sites, including impacts on biodiversity and ecosystems; 
landscape aesthetics; and water/land use and water/land use rights, as 
well as their availability for competing uses. [9.5.1.1] 

Public awareness and acceptance is an important element in the need 
to rapidly and signifi cantly scale up RE deployment to help meet climate 
change mitigation goals. Large-scale implementation can only be under-
taken successfully with the understanding and support of the public. This 
may require dedicated communication efforts related to the achieve-
ments and the opportunities associated with wider-scale applications. 
At the same time, however, public participation in planning decisions 
as well as fairness and equity considerations in the distribution of the 
benefi ts and costs of RE deployment play an equally important role and 
cannot be side-stepped. [9.5.1.1]

In developing countries, limited technical and business skills and the 
absence of technical support systems are particularly apparent in the 
energy sector, where awareness of and information dissemination 
regarding available and appropriate RE options among potential con-
sumers is a key determinant of uptake and market creation. This gap 
in awareness is often perceived as the single most important factor 
affecting the deployment of RE and development of small and medium 
enterprises that contribute to economic growth. Also, there is a need to 
focus on the capacity of private actors to develop, implement and deploy 

RE technologies, which includes increasing technical and business capa-
bility at the micro or fi rm level. [9.5.1.2]

Attitudes towards RE in addition to rationality are driven by emotions 
and psychological issues. To be successful, RE deployment and informa-
tion and awareness efforts and strategies need to take this explicitly into 
account. [9.5.1.2]

To assess the economics of RE in the context of SD, social costs and 
benefi ts need to be explicitly considered. RE should be assessed against 
quantifi able criteria targeted at cost effectiveness, regional appropri-
ateness, and environmental and distributional consequences. Grid size 
and technologies are key determinants of the economic viability of RE 
and of the competitiveness of RE compared to non-renewable energy. 
Appropriate RE technologies that are economically viable are often 
found to be available for expanding rural off-grid energy access, in 
particular smaller off-grid and mini-grid applications. [9.5.1.3]

In cases where deployment of RE is viable from an economic perspec-
tive, other economic and fi nancial barriers may affect its deployment. 
High upfront costs of investments, including high installation and grid 
connection costs, are examples of frequently identifi ed barriers to 
RE deployment. In developing countries, policy and entrepreneurial 
support systems are needed along with RE deployment to stimulate 
economic growth and SD and catalyze rural and peri-urban cash 
economies. Lack of adequate resource potential data directly affects 
uncertainty regarding resource availability, which may translate into 
higher risk premiums for investors and project developers. The inter-
nalization of environmental and social externalities frequently results 
in changes in the ranking of various energy sources and technologies, 
with important lessons for SD objectives and strategies. [9.5.1.3]

Strategies for SD at international, national and local levels as well as 
in private and nongovernmental spheres of society can help overcome 
barriers and create opportunities for RE deployment by integrating RE 
and SD policies and practices. [9.5.2]

  Integrating RE policy into national and local SD strategies (explicitly 
recognized at the 2002 World Summit on Sustainable Development) 
provides a framework for countries to select effective SD and RE strate-
gies and to align those with international policy measures. To that end, 
national strategies should include the removal of existing fi nancial 
mechanisms that work against SD. For example, the removal of fos-
sil fuel subsidies may have the potential to open up opportunities 
for more extensive use or even market entry of RE, but any subsidy 
reform towards the use of RE technologies needs to address the spe-
cifi c needs of the poor and demands a case-specifi c analysis. [9.5.2.1] 

The CDM established under the Kyoto Protocol is a practical example 
of a mechanism for SD that internalizes environmental and social 
externalities. However, there are no international standards for 
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sustainability assessments (including comparable SD indicators) to 
counter weaknesses in the existing system regarding sustainability 
approval. As input to the negotiations for a post-2012 climate regime, 
many suggestions have been made about how to reform the CDM to 
better achieve new and improved mechanisms for SD. [9.5.2.1]

Opportunities for RE to play a role in national strategies for SD can be 
approached by integrating SD and RE goals into development policies 
and by development of sectoral strategies for RE that contribute to 
goals for green growth and low-carbon and sustainable development 
including leapfrogging. [9.5.2.1]

At the local level, SD initiatives by cities, local governments, and pri-
vate and nongovernmental organizations can be drivers of change and 
contribute to overcome local resistance to RE installations. [9.5.2.2]

9.6  Synthesis, knowledge gaps and future 
research needs

RE can contribute to SD and the four goals assessed to varying 
degrees. While benefi ts with respect to reduced environmental and 
health impacts may appear more clear-cut, the exact contribution to, 
for example, social and economic development is more ambiguous. 
Also, countries may prioritize the four SD goals according to their level 
of development. To some extent, however, these SD goals are also 
strongly interlinked. Climate change mitigation constitutes in itself a 
necessary prerequisite for successful social and economic develop-
ment in many developing countries. [9.6.6]

Following this logic, climate change mitigation can be assessed under 
the strong SD paradigm, if mitigation goals are imposed as constraints 
on future development pathways. If climate change mitigation is 
balanced against economic growth or other socioeconomic criteria, 
the problem is framed within the paradigm of weak SD allowing for 
trade-offs between these goals and using cost-benefi t type analyses 
to provide guidance in their prioritization. [9.6.6]

However, the existence of uncertainty and ignorance as inherent 
components of any development pathway, as well as the existence 
of associated and possibly ‘unacceptably high’ opportunity costs, will 
make continued adjustments crucial. In the future, integrated models 
may be in a favourable position to better link the weak and strong 
SD paradigms for decision-making processes. Within well-defi ned 
guardrails, integrated models could explore scenarios for different 
mitigation pathways, taking account of the remaining SD goals by 
including important and relevant bottom-up indicators. According 
to model type, these alternative development pathways might be 
optimized for socially benefi cial outcomes. Equally, however, the 
incorporation of GHG emission-related LCA data will be crucial for a 
clear defi nition of appropriate GHG concentration stabilization levels 
in the fi rst place. [9.6.6]

In order to improve the knowledge regarding the interrelations between 
SD and RE and to fi nd answers to the question of effective, economically 
effi cient and socially acceptable transformations of the energy system, 
it is necessary to develop a closer integration of insights from social, 
natural and economic sciences (e.g., through risk analysis approaches), 
refl ecting the different dimensions of sustainability (especially inter-
temporal, spatial, and intergenerational). So far, the knowledge base is 
often limited to very narrow views from specifi c branches of research, 
which do not fully account for the complexity of the issue. [9.7]

10.  Mitigation Potential and Costs

10.1  Introduction

Future GHG emission estimates are highly dependent on the evolu-
tion of many variables, including, among others, economic growth, 
population growth, energy demand, energy resources and the future 
costs and performance of energy supply and end-use technologies. 
Mitigation and other non-mitigation policy structures in the future will 
also infl uence deployment of mitigation technologies and therefore 
GHG emissions and the ability to meet climate goals. Not only must 
all these different forces be considered simultaneously when exploring 
the role of RE in climate mitigation [see Figure 1.14], it is not possible 
to know today with any certainty how these different key forces might 
evolve decades into the future. [10.1] 

Questions about the role that RE sources are likely to play in the future, 
and how they might contribute to GHG mitigation pathways, need to 
be explored within this broader context. Chapter 10 provides such an 
exploration through the review of 164 existing medium- to long-term 
scenarios from large-scale, integrated models. The comprehensive 
review explores the range of global RE deployment levels emerging in 
recent published scenarios and identifi es many of the key forces that 
drive the variation among scenarios (note that the chapter relies exclu-
sively on existing published scenarios and does not create any new 
scenarios). It does so both at the scale of RE as a whole and also in the 
context of individual RE technologies. The review highlights the impor-
tance of interactions and competition with other technologies as well 
as the evolution of energy demand more generally. [10.2]

This large-scale review is complemented with a more detailed dis-
cussion of future RE deployment, using 4 of the 164 scenarios as 
illustrative examples. The chosen scenarios span a range of different 
future expectations about RE characteristics, are based on different 
methodologies and cover different GHG concentration stabilization 
levels. This approach provides a next level of detail for exploring the 
role of RE in climate change mitigation, distinguishing between differ-
ent applications (electricity generation, heating and cooling, transport) 
and regions. [10.3]
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As the resulting role of RE is signifi cantly determined by cost factors, 
a more general discussion about cost curves and cost aspects is then 
provided. This discussion starts with an assessment of the strengths 
and shortcomings of supply curves for RE and GHG mitigation, and 
then reviews the existing literature on regional RE supply curves, as 
well as abatement cost curves, as they pertain to mitigation using RE 
sources. [10.4]

Costs of RE commercialization and deployment are then addressed. 
The chapter reviews present RE technology costs, as well as expecta-
tions about how these costs might evolve into the future. To allow an 
assessment of future market volumes and investment needs, based 
on the results of the four illustrative scenarios investments in RE are 
discussed in particular with respect to what might be required if ambi-
tious climate protection goals are to be achieved. [10.5] 

Standard economic measures do not cover the full set of costs. 
Therefore, social and environmental costs and benefi ts of increased 
deployment of RE in relation to climate change mitigation and SD are 
synthesized and discussed. [10.6] 

10.2  Synthesis of mitigation scenarios for 
different renewable energy strategies

An increasing number of integrated scenario analyses that are able to 
provide relevant insights into the potential contribution of RE to future 
energy supplies and climate change mitigation has become available. 
To provide a broad context for understanding the role of RE in miti-
gation and the infl uence of RE on the costs of mitigation, 164 recent 
medium- to long-term scenarios from 16 global energy-economic and 
integrated assessment models were reviewed. The scenarios were col-
lected through an open call. The scenarios cover a large range of CO2 
concentrations (350 to 1,050 ppm atmospheric CO2 concentration by 
2100), representing both mitigation and baseline scenarios. [10.2.2.1]

Although these scenarios represent some of the most recent and 
sophisticated thinking regarding climate mitigation and the role of RE 
in climate mitigation in the medium- to long-term, they, as with any 
analysis looking decades into the future, must be interpreted carefully. 
All of the scenarios were developed using quantitative modelling, but 
there is enormous variation in the detail and structure of the models 
used to construct the scenarios. In addition, the scenarios do not rep-
resent a random sample of possible scenarios that could be used for 
formal uncertainty analysis. Some modelling groups provided more sce-
narios than others. In scenario ensemble analyses based on collecting 
scenarios from different studies, such as the review here, there is an 
inevitable tension between the fact that the scenarios are not truly a 
random sample and the sense that the variation in the scenarios does 
still provide real and often clear insights into our knowledge about the 
future, or lack thereof. [10.2.1.2, 10.2.2.1]

A fundamental question relating to the role of RE in climate mitiga-
tion is how closely RE deployment levels are correlated with long-term 
atmospheric CO2 concentration or related climate goals. The scenarios 
indicate that although there is a strong correlation between fossil and 
industrial CO2 emissions pathways and long-term CO2 concentration 
goals across the scenarios, the relationship between RE deployment and 
CO2 concentration goals is far less robust (Figure TS.10.1). RE deploy-
ment generally increases with the stringency of the CO2 concentration 
goal, but there is enormous variation among RE deployment levels for 
any given CO2 concentration goal. For example, in scenarios that stabi-
lize the atmospheric CO2 concentration at a level of less than 440 ppm 
(Categories I and II), the median RE deployment levels are 139 EJ/yr in 
2030 and 248 EJ/yr in 2050, with the highest levels reaching 252 EJ/yr in 
2030 and up to 428 EJ/yr in 2050. These levels are considerably higher 
than the corresponding RE deployment levels in baseline scenarios, 
although it has to be acknowledged that the range of RE deployment in 
each of the CO2 stabilization categories is wide. [10.2.2.2]

At the same time, it is also important to note that despite the variation, 
the absolute magnitudes of RE deployment are dramatically higher than 
those of today in the vast majority of the scenarios. In 2008, global 
renewable primary energy supply in direct equivalent stood at roughly 
64 EJ/yr. The majority of this, about 30 EJ/yr, was traditional biomass. In 
contrast, by 2030, many scenarios indicate a doubling of RE deployment 
or more compared to today, and this is accompanied in most scenarios 
by a reduction in traditional biomass, implying substantial growth in 
non-traditional RE sources. By 2050, RE deployment levels in most sce-
narios are higher than 100 EJ/yr (median at 173 EJ/yr), reach 200 EJ/yr 
in many of the scenarios and more than 400 EJ/yr in some cases. Given 
that traditional biomass use decreases in most scenarios, the scenarios 
represent an increase in RE production (excluding traditional biomass) 
of anywhere from roughly three- to more than ten-fold. More than half 
of the scenarios show a contribution of RE in excess of a 17% share of 
primary energy supply in 2030, rising to more than 27% in 2050. The 
scenarios with the highest RE shares reach approximately 43% in 2030 
and 77% in 2050. Deployments after 2050 are even larger. This is an 
extraordinary expansion in energy production from RE. [10.2.2.2]

Indeed, RE deployment is quite large in many of the baseline scenarios 
with no assumed GHG concentration stabilization level. By 2030, RE 
deployment levels of up to about 120 EJ/yr are projected, with many 
baseline scenarios reaching more than 100 EJ/yr in 2050 and in some 
cases up to 250 EJ/yr. These large RE baseline deployments result from a 
range of underlying scenario assumptions, for example, the assumption 
that energy consumption will continue to grow substantially through-
out the century, assumptions about the ability of RE to contribute to 
increased energy access, assumptions about the availability of fossil 
resources, and other assumptions (e.g., improved costs and performance 
of RE technologies) that would render RE technologies economically 
increasingly competitive in many applications even absent climate pol-
icy. [10.2.2.2]
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F  igure TS.10.1 | Global RE primary energy supply (direct equivalent) from 164 long-term scenarios as a function of fossil and industrial CO2 emissions in 2030 and 2050. Colour 
coding is based on categories of atmospheric CO2 concentration level in 2100. The panels to the right of the scatterplots show the deployment levels of RE in each of the atmospheric 
CO2 concentration categories. The thick black line corresponds to the median, the coloured box corresponds to the inter-quartile range (25th to 75th percentile) and the ends of the 
white surrounding bars correspond to the total range across all reviewed scenarios. The blue crossed-lines show the relationship in 2007. Pearson’s correlation coeffi cients for the two 
data sets are -0.40 (2030) and -0.55 (2050). For data reporting reasons, only 161 scenarios are included in the 2030 results shown here, as opposed to the full set of 164 scenarios. 
RE deployment levels below those of today are a result both of model output as well as differences in the reporting of traditional biomass. [Figure 10.2]

The uncertainty in RE’s role in climate mitigation results from uncertainty 
regarding a number of important forces that infl uence the deployment of 
RE. Two important factors are energy demand growth and the competition 
with other options to reduce CO2 emissions (primarily nuclear energy and 
fossil energy with CCS). Meeting long-term climate goals requires a reduc-
tion in the CO2 emissions from energy and other anthropogenic sources. 
For any given climate goal, this reduction is relatively well defi ned; there 
is a tight relationship between fossil and industrial CO2 emissions and the 
deployment of freely emitting fossil energy across the scenarios (Figure 
TS.10.2). The demand for low-carbon energy (including RE, nuclear energy 
and fossil energy with CCS) is simply the difference between total primary 
energy demand and the production of freely-emitting fossil energy; that 
is, whatever energy cannot be supplied by freely-emitting fossil energy 
because of climate constraints must be supplied either by low-carbon 
energy or by measures that reduce energy consumption. However, sce-
narios indicate enormous uncertainty about energy demand growth, 
particularly many decades into the future. This variation is generally much 
larger than the effect of mitigation on energy consumption. Hence, there is 
substantial variability in low-carbon energy for any given CO2 concentra-
tion goal due to variability in energy demand (Figure TS.10.2). [10.2.2.3]
 
The competition between RE, nuclear energy, and fossil energy with CCS 
then adds another layer of variability in the relationship between RE 
deployment and the CO2 concentration goal. The cost, performance and 

availability of the competing supply side options—nuclear energy and 
fossil energy with CCS—is also uncertain. If the option to deploy these 
other supply-side mitigation technologies is constrained—because of 
cost and performance, but also potentially due to environmental, social 
or national security barriers—then, all things being equal, RE deploy-
ment levels will be higher (Figure TS.10.3). [10.2.2.4]

There is also great variation in the deployment characteristics of 
individual RE technologies. The absolute scales of deployments vary 
considerably among technologies and also deployment magnitudes are 
characterized by greater variation for some technologies relative to oth-
ers (Figures TS.10.4 and TS.10.5). Further, the time scale of deployment 
varies across different RE sources, in large part representing differences 
in deployment levels today and (often) associated assumptions about 
relative technological maturity. [10.2.2.5]

The scenarios generally indicate that RE deployment is larger in non-
Annex I countries over time than in the Annex I countries. Virtually all 
scenarios include the assumption that economic and energy demand 
growth will be larger at some point in the future in the non-Annex I 
countries than in the Annex I countries. The result is that the non-Annex 
I countries account for an increasingly large proportion of CO2 emis-
sions in baseline, or no-policy, cases and must therefore make larger 
emissions reductions over time (Figure TS.10.4). [10.2.2.5]
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 Figure TS.10.2 | Global freely emitting fossil fuel (left panel; direct equivalent) and low-carbon primary energy supply (right panel; direct equivalent) in 164 long-term scenarios in 
2050 as a function of fossil and industrial CO2 emissions. Low-carbon energy refers to energy from RE, fossil energy with CCS, and nuclear energy. Colour coding is based on categories 
of atmospheric CO2 concentration level in 2100. The blue crossed lines show the relationship in 2007. Pearson’s correlation coeffi cients for the two data sets are 0.97 (freely emitting 
fossil) and -0.68 (low-carbon energy). For data reporting reasons, only 153 scenarios and 161 scenarios are included in the freely-emitting fossil and low-carbon primary energy results 
shown here, respectively, as opposed to the full set of 164 scenarios. [Figure 10.4, right panel, Figure 10.5, right panel]
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Another fundamental question regarding RE and mitigation is the rela-
tionship between RE and mitigation costs. A number of studies have 
pursued scenario sensitivities that assume constraints on the deploy-
ment of individual mitigation options, including RE as well as nuclear 
energy and fossil energy with CCS (Figures TS.10.6 and TS.10.7). 
These studies indicate that mitigation costs are higher when options, 
including RE, are not available. Indeed, the cost penalty for limits 
on RE is often at least of the same order of magnitude as the cost 
penalty for limits on nuclear energy and fossil energy with CCS. The 
studies also indicate that more aggressive concentration goals may 
not be possible when RE options, or other low-carbon options, are 
not available. At the same time, when taking into account the wide 
range of assumptions across the full range of scenarios explored in this 
assessment, the scenarios demonstrate no meaningful link between 
measures of cost (e.g., carbon prices) and absolute RE deployment 
levels. This variation is a refl ection of the fact that large-scale inte-
grated models used to generate scenarios are characterized by a wide 
range of carbon prices and mitigation costs based on both parameter 
assumptions and model structure. To summarize, while there is an 
agreement in the literature that mitigation costs will increase if the 
deployment of RE technologies is constrained and that more ambi-
tious concentration stabilization levels may not be reachable, there 

is little agreement on the precise magnitude of the cost increase. 
[10.2.2.6]

10.3  Assessment of representative mitigation 
scenarios for different renewable energy 
strategies

An in-depth analysis of 4 selected illustrative scenarios from the 
larger set of 164 scenarios allowed a more detailed look at the pos-
sible contribution of specifi c RE technologies in different regions and 
sectors. The IEA’s World Energy Outlook (IEA WEO 2009) was selected 
as an example of a baseline scenario, while the other scenarios set 
clear GHG concentration stabilization levels. The chosen mitigation 
scenarios are ReMIND-RECIPE from the Potsdam Institute, MiniCAM 
EMF 22 from the Energy Modelling Forum Study 22 and the Energy [R]
evolution scenario from the German Aerospace Centre, Greenpeace 
International and EREC (ER 2010). The scenarios work as illustrative 
examples, but they are not representative in a strict sense. However 
they represent four different future paths based on different meth-
odologies and a wide range of underlying assumptions. Particularly, 
they stand for different RE deployment paths reaching from a typical 
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Figure TS.10.3 | Increase in global renewable primary energy share (direct equivalent) in 2050 in selected constrained technology scenarios compared to the respective baseline sce-
narios. The ‘X’ indicates that the respective concentration level for the scenario was not achieved. The defi nition of ‘lim Nuclear’ and ‘no CCS’ cases varies across models. The DNE21+, 
MERGE-ETL and POLES scenarios represent nuclear phase-outs at different speeds; the MESSAGE scenarios limit the deployment to 2010; and the ReMIND, IMACLIM and WITCH 
scenarios limit nuclear energy to the contribution in the respective baseline scenarios, which can still imply a signifi cant expansion compared to current deployment levels. The REMIND 
(ADAM) 400 ppmv no CCS scenario refers to a scenario in which cumulative CO2 storage is constrained to 120 Gt CO2. The MERGE-ETL 400 ppmv no CCS case allows cumulative CO2 
storage of about 720 Gt CO2. The POLES 400 ppmv CO2eq no CCS scenario was infeasible and therefore the respective concentration level of the scenario shown here was relaxed by 
approximately 50 ppm CO2. The DNE21+ scenario is approximated at 550 ppmv CO2eq based on the emissions pathway through 2050. [Figure 10.6]

baseline perspective to a scenario that follows an optimistic appli-
cation path for RE assuming that amongst others driven by specifi c 
policies the current high dynamic (increase rates) in the sector can be 
maintained. [10.3.1] 

Figure TS.10.8 provides an overview of the resulting primary energy 
production by source for the four selected scenarios for 2020, 2030 
and 2050 and compares the numbers with the range of the global pri-
mary energy supply. Using the direct equivalent methodology as done 
here, in 2050 bioenergy has the highest market share in all selected 
scenarios, followed by solar energy. The total RE share in the primary 
energy mix by 2050 has a substantial variation across all four sce-
narios. With 15% by 2050—more or less about today’s level (12.9% 
in 2008)—the IEA WEO 2009 projects the lowest primary RE share, 
while the ER 2010 with 77% marks the upper level. The MiniCam EMF 
22 expects that 31% and ReMIND-RECIPE that 48% of the world’s 
primary energy demand will be provided by RE in 2050. The wide 
ranges of RE shares are a function of different assumptions for tech-
nology cost and performance data, availability of other mitigation 
technologies (e.g., CCS, nuclear power), infrastructure or integration 
constraints, non-economic barriers (e.g., sustainability aspects), spe-
cifi c policies and future energy demand projections. [10.3.1.4]

In addition, although deployment of the different technologies sig-
nifi cantly increases over time, the resulting contribution of RE in the 
scenarios for most technologies in the different regions of the world 
is much lower than their corresponding technical potentials (Figure 

TS.10.9). The overall total global RE deployment by 2050 in all ana-
lyzed scenarios represents less than 3% of the available technical RE 
potential. On a regional level, the maximum deployment share out 
of the overall technical potential for RE in 2050 was found for China, 
with a total of 18% (ER 2010), followed by OECD Europe with 15% 
(ER 2010) and India with 13% (MiniCam EMF 22). Two regions have 
deployment rates of around 6% of the regional available technical RE 
potential by 2050: 7% in Developing Asia (MiniCam EMF 22) and 6% 
in OECD North America (ER 2010). The remaining fi ve regions use less 
than 5% of the available technical potential for RE. [10.3.2.1]

Based on the resulting RE deployment for the selected four illustrative 
scenarios, the corresponding GHG mitigation potential has been calcu-
lated. For each sector, emission factors have been specifi ed, addressing 
the kind of electricity generation or heat supply that RE displaces. As the 
substituted energy form depends on the overall system behaviour, this 
cannot be done exactly without conducting new and consistent sce-
nario analysis or complex power plant dispatching analysis. Therefore, 
the calculation is necessarily based on simplifi ed assumptions and can 
only be seen as indicative. Generally, attribution of precise mitigation 
potentials to RE should be viewed with caution. [10.3.3]

Very often RE applications are supposed to fully substitute for the exist-
ing mix of fossil fuel use, but in reality that may not be true as RE 
can compete, for instance, with nuclear energy or within the RE port-
folio itself. To cover the uncertainties even partly for the specifi cation 
of the emission factor, three different cases have been distinguished 
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 Figure TS.10.4 | Global RE primary energy supply (direct equivalent) by source in Annex 
I (AI) and Non-Annex I (NAI) countries in 164 long-term scenarios by 2030 and 2050. 
The thick black line corresponds to the median, the coloured box corresponds to the 
inter-quartile range (25th to 75th percentile) and the ends of the white surrounding bars 
correspond to the total range across all reviewed scenarios. Depending on the source, 
the number of scenarios underlying these fi gures varies between 122 and 164. Although 
instructive for interpreting the information, it is important to note that the 164 scenarios 
are not explicitly a random sample meant for formal statistical analysis. (One reason that 
bioenergy supply appears larger than supplies from other sources is that the direct equiv-
alent method is used to represent primary energy in this fi gure. Bioenergy is accounted for 
prior to conversion to fuels such as ethanol or electricity. The other technologies produce 
primarily (but not entirely) electricity, and they are accounted for based on the electricity 
produced. If primary equivalents were used, based on the substitution method, rather 
than direct equivalents, then energy production from non-biomass RE would be of the 
order of three times larger than shown here.) Ocean energy is not presented here as only 
very few scenarios consider this RE technology. [Figure 10.8]

Additionally, to refl ect the embedded GHG emissions from bioenergy 
used for direct heating, only half of the theoretical CO2 savings have 
been considered in the calculation. Given the high uncertainties and 
variability of embedded GHG emissions, this is necessarily once more a 
simplifi ed assumption. [10.3.3]

Figure TS.10.10 shows cumulative CO2 reduction potentials from RE 
sources up to 2020, 2030 and 2050 resulting from the four scenarios 
reviewed here in detail. The analyzed scenarios outline a cumulative 
reduction potential (2010 to 2050) in the medium-case approach of 
between 244 Gt CO2 (IEA WEO 2009) under the baseline conditions, 
297 Gt CO2 (MiniCam EMF 22), 482 Gt CO2 (ER 2010) and 490 Gt CO2 
(ReMIND-RECIPE scenario). The full range across all calculated cases 
and scenarios is cumulative CO2 savings of 218 Gt CO2 (IEA WEO 
2009) to 561 Gt CO2 (ReMIND-RECIPE) compared to about 1,530 Gt 
CO2  cumulative fossil and industrial CO2 emissions in the WEO 2009 
Reference scenario during the same period. However, these numbers 
exclude CO2 savings for RE use in the transport sector (including bio-
fuels and electric vehicles). The overall CO2 mitigation potential can 
therefore be higher. [10.3.3]

10.4  Regional cost curves for mitigation with 
renewable energy sources

The concept of supply curves of carbon abatement, energy, or conserved 
energy all rest on the same foundation. They are curves consisting 
typically of discrete steps, each step relating the marginal cost of the 
abatement measure/energy generation technology or measure to con-
serve energy to its potential; these steps are ranked according to their 
cost. Graphically, the steps start at the lowest cost on the left with the 
next highest cost added to the right and so on, making an upward slop-
ing left-to-right marginal cost curve. As a result, a curve is obtained that 
can be interpreted similarly to the concept of supply curves in traditional 
economics. [10.4.2.1] 

The concept of energy conservation supply curves is often used, but it 
has common and specifi c limitations. The most often cited limitations in 
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Figure TS.10.5 | (Preceding page) Global primary energy supply (direct equivalent) of biomass, wind, solar, hydro, and geothermal energy in 164 long-term scenarios in 2020, 2030 
and 2050, and grouped by different categories of atmospheric CO2 concentration level in 2100. The thick black line corresponds to the median, the coloured box corresponds to the 
inter-quartile range (25th to 75th percentile) and the ends of the white surrounding bars correspond to the total range across all reviewed scenarios. [Figure 10.9] 

Notes: For data reporting reasons, the number of scenarios included in each of the panels shown here varies considerably. The number of scenarios underlying the individual panels, 
as opposed to the full set of 164 scenarios, is indicated in the right upper corner of each panel. One reason that bioenergy supply appears larger than supplies from other sources is 
that the direct equivalent method is used to represent primary energy in this fi gure. Bioenergy is accounted for prior to conversion to fuels such as biofuels, electricity and heat. The 
other technologies produce primarily (but not entirely) electricity and heat, and they are accounted for based on this secondary energy produced. If primary equivalents based on the 
substitution method were used rather than direct equivalent accounting, then energy production from non-biomass RE would be of the order of two to three times larger than shown 
here. Ocean energy is not presented here as scenarios so far seldom consider this RE technology. Finally, categories V and above are not included and Category IV is extended to 600 
ppm from 570 ppm, because all stabilization scenarios lie below 600 ppm CO2 in 2100, and because the lowest baselines scenarios reach concentration levels of slightly more than 
600 ppm by 2100.
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 Figure TS.10.6 | Global mitigation costs (measured in terms of consumption loss) from the ADAM project under varying assumptions regarding technology availability for long-term 
stabilization levels of 550 and 400 ppmv CO2eq. ‘All options’ refers to the standard technology portfolio assumptions in the different models, while ‘biomax’ and ‘biomin’ assume 
double and half the standard biomass potential of 200 EJ respectively. ‘noccs’ excludes CCS from the mitigation portfolio and ‘nonuke’ and ‘norenew’ constrain the deployment levels 
of nuclear and RE to the baseline level, which still potentially means a considerable expansion compared to today. The ‘X’ in the right panel indicates non-attainability of the 400 ppmv 
CO2eq level in the case of limited technology options. [Figure 10.11]

this context are: controversy among scientists about potentials at nega-
tive costs; simplifi cation of reality as actors also base their decisions on 
other criteria than those refl ected in the curves; economic and techno-
logical uncertainty inherent to predicting the future, including energy 
price developments and discount rates; further uncertainty due to strong 
aggregation; high sensitivity relative to baseline assumptions and the 
entire future generation and transmission portfolio; consideration of 
individual measures separately, ignoring interdependencies between 
measures applied together or in different order; and, for carbon abate-
ment curves, high sensitivity to (uncertain) emission factor assumptions. 
[10.4.2.1]

Having these criticisms in mind, it is also worth noting that it is very dif-
fi cult to compare data and fi ndings from RE abatement cost and supply 
curves, as very few studies have used a comprehensive and consistent 
approach that details their methodologies. Many of the regional and 
country studies provide less than 10% abatement of the baseline CO2 
emissions over the medium term at abatement costs under approxi-
mately USD2005 100/t CO2. The resulting low-cost abatement potentials 

are quite low compared to the reported mitigation potentials of many of 
the scenarios reviewed here. [10.4.3.2]

10.5  Cost of commercialization and 
deployment 

Some RE technologies are broadly competitive with current market 
energy prices. Many of the other RE technologies can provide competi-
tive energy services in certain circumstances, for example, in regions 
with favourable resource conditions or that lack the infrastructure for 
other low-cost energy supplies. In most regions of the world, however, 
policy measures are still required to ensure rapid deployment of many 
RE sources. [2.7, 3.8, 4.6, 5.8, 6.7, 7.8, 10.5.1, Figure TS.1.9]

Figures TS.10.11 and TS.10.12 provide additional data on levelized costs 
of energy (LCOE), also called levelized unit costs or levelized genera-
tion costs, for selected renewable power technologies and for renewable 
heating technologies, respectively. Figure TS.10.13 shows the levelized 
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cost of transport fuels (LCOF). LCOEs capture the full costs (i.e., invest-
ment costs, O&M costs, fuel costs and decommissioning costs) of an 
energy conversion installation and allocate these costs over the energy 
output during its lifetime, although not taking into account subsidies 
or policy incentives. As some RE technologies (e.g., PV, CSP and wind 
energy) are characterized by high shares of investment costs relative 
to variable costs, the applied discount rate has a prominent infl uence 

on the LCOE of these technologies (see Figures TS.10.11, TS.10.12 and 
TS.10.13). [10.5.1] The LCOEs are based on literature reviews and rep-
resent the most current cost data available. The respective ranges are 
rather broad as the levelized cost of identical technologies can vary 
across the globe depending on the RE resource base and local costs of 
investment, fi nancing and O&M. Comparison between different technolo-
gies should not be based solely on the cost data provided in Figures TS 1.9, 

Figure TS.10.8 | Global RE development projections by source and global primary RE shares by source for a set of four illustrative scenarios. [Figure 10.14]
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TS 10.11, TS.10.12 and TS.10.13; instead site, project and/or investor-specifi c 
conditions should be taken into account. The technology chapters [2.7, 3.8, 
4.7, 5.8, 6.7, 7.8] provide useful sensitivities in this respect. [10.5.1]

The cost ranges provided here do not refl ect costs of integration (Chapter 
8), external costs or benefi ts (Chapter 9) or costs of policies (Chapter 
11). Given suitable conditions, the lower ends of the ranges indicate 
that some RE technologies already can compete with traditional forms 
at current energy market prices in many regions of the world. [10.5.1]

The supply cost curves presented [10.4.4, Figures 10.23, 10.25, 10.26, 
and 10.27] provide additional information about the available resource 
base (given as a function of the LCOE associated with harvesting it). 
The supply cost curves discussed [10.3.2.1, Figures 10.15–10.17], in 

contrast, illustrate the amount of RE that is harnessed (once again as a 
function of the associated LCOE) in different regions once specifi c tra-
jectories for the expansion of RE are followed. In addition, it must be 
emphasized that most of the supply cost curves refer to future points in 
time (e.g., 2030 or 2050), whereas the LCOE given in the cost sections 
of the technology chapters as well as those shown in Figures TS.10.11, 
TS.10.12, and TS.10.13 (and in Annex III) refer to current costs. [10.5.1]

Signifi cant advances in RE technologies and associated cost reductions 
have been demonstrated over the last decades, though the contribution 
and mutual interaction of different drivers (e.g., learning by searching, 
learning by doing, learning by using, learning by interacting, upsizing 
of technologies, and economies of scale) is not always understood in 
detail. [2.7, 3.8, 7.8, 10.5.2] 

Figure TS.10.9 | (Preceding pages) Regional breakdown of RE deployment in 2050 for an illustrative set of four scenarios and comparison of the potential deployment to the cor-
responding technical potential for different technologies. The selected four illustrative scenarios are a part of the comprehensive survey of 164 scenarios. They represent a span from 
a reference scenario (IEA WEO 2009) without specifi c GHG concentration stabilization levels to three scenarios representing different CO2 concentration categories, one of them 
(REMind-RECIPE) Category III (440 to 485 ppm) and two of them (MiniCam EMF 22 and ER 2010 Category I (<400 ppm). Of the latter, MiniCam EMF 22 includes nuclear energy and 
CCS as mitigation options and allows overshoot to get to the concentration level, while ER 2010 follows an optimistic application path for RE. Transition economies are countries that 
changed from a former centrally planned economy to a free market system. [Figure 10.19]

Figure TS.10.10 | Global cumulative CO2 savings between 2010 and 2050 for four illustrative scenarios. The presented ranges mark the high uncertainties regarding the substituted 
conventional energy source. While the upper limit assumes a full substitution of high-carbon fossil fuels, the lower limit considers specifi c CO2 emissions of the analyzed scenario itself. 
The line in the middle was calculated assuming that RE displaces the specifi c energy mix of a reference scenario. [Figure 10.22]
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Any efforts to assess future costs by extrapolating historic experience curves 
must take into account the uncertainty of learning rates as well as caveats and 
knowledge gaps discussed. [10.5.6, 7.8.4.1] As a supplementary approach, 
expert elicitations could be used to gather additional information about future 
cost reduction potentials, which might be contrasted with the assessments 
gained by using learning rates. Furthermore, engineering model analyses to 
identify technology improvement potentials could also provide additional 
information for developing cost projections. [2.6, 3.7, 4.6, 6.6, 7.7, 10.5.2]

From an empirical point of view, the resulting cost decrease can be 
described by experience (or ‘learning’) curves. For a doubling of the 
(cumulative) installed capacity, many technologies showed a more or 
less constant percentage decrease in the specifi c investment costs (or 
in the levelized costs or unit price, depending on the selected cost indi-
cator). The numerical value describing this improvement is called the 
learning rate (LR). A summary of observed learning rates is provided in 
Table TS.10.1. [10.5.2]

Figure TS.10.11 | Levelized cost of electricity for commercially available RE technologies at 3, 7 and 10% discount rates. The levelized cost of electricity estimates for all technologies 
are based on input data summarized in Annex III and the methodology outlined in Annex II. The lower bound of the levelized cost range is based on the low ends of the ranges of 
investment, operations and maintenance (O&M), and (if applicable) feedstock cost and the high ends of the ranges of capacity factors and lifetimes as well as (if applicable) the high 
ends of the ranges of conversion effi ciencies and by-product revenue. The higher bound of the levelized cost range is accordingly based on the high end of the ranges of investment, 
O&M and (if applicable) feedstock costs and the low end of the ranges of capacity factors and lifetimes as well as (if applicable) the low ends of the ranges of conversion effi ciencies and 
by-product revenue. Note that conversion effi ciencies, by-product revenue and lifetimes were in some cases set to standard or average values. For data and supplementary information 
see Annex III. (CHP: combined heat and power; ORC: organic Rankine cycle, ICE: internal combustion engine.) [Figure 10.29]
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Important potential technological advances and associated cost reduc-
tions, for instance, are expected in (but are not limited to) the following 
application fi elds: next-generation biofuels and biorefi neries; advanced 
PV and CSP technologies and manufacturing processes; enhanced 
geothermal systems; multiple emerging ocean technologies; and 
foundation and turbine designs for offshore wind energy. Further cost 
reductions for hydropower are likely to be less signifi cant than some of 
the other RE technologies, but R&D opportunities exist to make hydro-
power projects technically feasible in a wider range of natural conditions 
and to improve the technical performance of new and existing projects. 
[2.6, 3.7, 4.6, 5.3, 5.7, 5.8, 6.6, 7.7]

An answer to the question whether or not upfront investments in a 
specifi c innovative technology are justifi ed cannot be given as long as 
the technology is treated in isolation. In a fi rst attempt to clarify this 
issue and, especially, to investigate the mutual competition of prospec-
tive climate protection technologies, integrated assessment modellers 
have started to model technological learning in an endogenous way. 
The results obtained from these modelling comparison exercises indicate 
that—in the context of stringent climate goals—upfront investments in 
learning technologies can be justifi ed in many cases. [10.5.3.]

However, as the different scenarios considered in Figure TS.10.14 and 
other studies clearly show, considerable uncertainty surrounds the exact 
volume and timing of these investments. [10.5.4] 

The four illustrative scenarios that were analyzed in detail in Section 
10.3 span a range of cumulative global decadal investments (in 
the power generation sector) ranging from USD2005 1,360 to 5,100 
billion (for the decade 2011 to 2020) and from USD2005 1,490 to 
7,180 billion (for the decade 2021 to 2030). These numbers allow 
the assessment of future market volumes and resulting investment 
opportunities. The lower values refer to the IEA World Energy Outlook 
2009 Reference Scenario and the higher ones to a scenario that seeks 
to stabilize atmospheric CO2 (only) concentration at 450 ppm. The 
average annual investments in the reference scenario are slightly 
lower than the respective investments reported for 2009. Between 
2011and 2020, the higher values of the annual averages of the RE 
power generation sector investment approximately correspond to 
a three-fold increase in the current global investments in this fi eld. 
For the next decade (2021 to 2030), a fi ve-fold increase is projected. 
Even the upper level of the annual investments is smaller than 1% 
of the world’s GDP. Additionally, increasing the installed capacity of 

Figure TS.10.12 | Levelized cost of heat (LCOH) for commercially available RE technologies at 3, 7 and 10% discount rates. The LCOH estimates for all technologies are based on 
input data summarized in Annex III and the methodology outlined in Annex II. The lower bound of the levelized cost range is based on the low ends of the ranges of investment, 
operations and maintenance (O&M), and (if applicable) feedstock cost and the high ends of the ranges of capacity factors and lifetimes as well as (if applicable) the high ends of the 
ranges of conversion effi ciencies and by-product revenue. The higher bound of the levelized cost range is accordingly based on the high end of the ranges of investment, O&M and (if 
applicable) feedstock costs and the low end of the ranges of capacity factors and lifetimes as well as (if applicable) the low ends of the ranges of conversion effi ciencies and by-product 
revenue. Note that capacity factors and lifetimes were in some cases set to standard or average values. For data and supplementary information see Annex III. (MSW: municipal solid 
waste; DHW: domestic hot water.) [Figure 10.30] 
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RE power plants will reduce the amount of fossil and nuclear fuels 
that otherwise would be needed in order to meet a given electricity 
demand. [10.5.4]

10.6  Social and environmental costs and 
benefi ts 

Energy extraction, conversion and use cause signifi cant environmen-
tal impacts and external costs. Although replacing fossil fuel-based 
energy with RE often can reduce GHG emissions and also to some 
extent other environmental impacts and external costs, RE tech-
nologies can also have environmental impacts and external costs 
themselves, depending on the energy source and technology. These 
impacts and costs should be considered if a comprehensive cost 
assessment is required. [10.6.2] 

Figure TS.10.15 shows the large uncertainty ranges of two dominant 
external cost components, namely climate- and health-related exter-
nal costs. Small-scale biomass fi red CHP plants cause relatively high 
external costs due to health effects via particulate emissions. Offshore 
wind energy seems to cause the smallest external cost. External cost 
estimates for nuclear power are not reported here because the character 
and assessment of external costs and risk from release of radionu-
clides due to low-probability accidents or due to leakages from waste 

repositories in a distant future are very different, for example, from cli-
mate change and air pollution, which are practically unavoidable. Those 
external impacts related to nuclear power can be, however, considered 
by discussion and judgment in the society. Accident risks in terms of 
fatalities due to various energy production chains (e.g., coal, oil, gas 
and hydro) are generally higher in non-OECD countries than in OECD 
countries. [10.6.3, 9.3.4.7]

As only external costs of individual technologies are shown in Figure 
TS.10.15, benefi ts can be derived when assuming that one technology 
replaces another one. RE sources and the technologies using them for 
electricity generation have mostly lower external costs per produced 
electricity than fossil fuel-based technologies. However, case-specifi c 
considerations are needed as there can also be exceptions. [10.6.3]

There are, however, considerable uncertainties in the assessment and 
valuation of external impacts of energy sources. The assessment of 
physical, biological and health damages includes considerable uncer-
tainty and the estimates are based typically on calculational models, 
the results of which are often diffi cult to validate. The damages or 
changes seldom have market values that could be used in cost estima-
tion, thus indirect information or other approaches must be used for 
damage valuation. Further, many of the damages will take place far 
in the future or in societies very different from those benefi ting from 
the use of the considered energy production, which complicates the 

Figure TS.10.13 | Levelized cost of fuels (LCOF) for commercially available biomass conversion technologies at 3, 7 and 10% discount rates. LCOF estimates for all technologies 
are based on input data summarized in Annex III and the methodology outlined in Annex II. The lower bound of the levelized cost range is based on the low ends of the ranges of 
investment, O&M and feedstock cost. The higher bound of the levelized cost range is accordingly based on the high end of the ranges of investment, O&M and feedstock costs. Note 
that conversion effi ciencies, by-product revenue, capacity factors and lifetimes were set to average values. For data and supplementary information see Annex III. (HHV: higher heating 
value.) [Figure 10.31]
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Table TS.10.1 | Observed learning rates for various energy supply technologies. Note that values cited by older publications are less reliable as these refer to shorter time periods. 
[Table 10.10]

Technology Source Country / region Period 
Learning 
rate (%)

Performance measure

Onshore wind

  Neij, 1997 Denmark 1982-1995 4 Price of wind turbine (USD/kW)

  Mackay and Probert, 1998 USA 1981-1996 14 Price of wind turbine (USD/kW)

  Neij, 1999 Denmark 1982-1997 8 Price of wind turbine (USD/kW)

  Durstewitz, 1999 Germany 1990-1998 8       Price of wind turbine (USD/kW)

  IEA, 2000 USA 1985-1994 32       Electricity production cost (USD/kWh)

  IEA, 2000 EU 1980-1995 18       Electricity production cost (USD/kWh)

  Kouvaritakis et al., 2000 OECD 1981-1995 17       Price of wind turbine (USD/kW)

  Neij, 2003 Denmark 1982-1997 8       Price of wind turbine (USD/kW)

  Junginger et al., 2005a Spain 1990-2001 15       Turnkey investment costs (EUR/kW)

  Junginger et al., 2005a UK 1992-2001 19       Turnkey investment costs (EUR/kW)

 
Söderholm and Sundqvist, 
2007 

Germany, UK,
Denmark

1986-2000 5 Turnkey investment costs (EUR/kW)

  Neij, 2008 Denmark 1981-2000 17 Electricity production cost (USD/kWh)

  Kahouli-Brahmi, 2009 Global 1979-1997 17 Investment costs (USD/kW)

  Nemet, 2009 Global 1981-2004 11 Investment costs  (USD/kW)

  Wiser and Bolinger, 2010 Global 1982-2009 9 Investment costs (USD/kW) 

Offshore wind 

  Isles, 2006 8 EU countries 1991-2006 3       Investment cost of wind farms (USD/kW)

Photovoltaics (PV)

  Harmon, 2000 Global 1968-1998 20       Price PV module (USD/Wpeak)

  IEA, 2000 EU 1976-1996 21       Price PV module (USD/Wpeak)

  Williams, 2002 Global 1976-2002 20       Price PV module (USD/Wpeak)

  ECN, 2004 EU 1976-2001 20-23 Price PV module (USD/Wpeak)

  ECN, 2004 Germany 1992-2001 22       Price of balance of system costs

  van Sark et al., 2007 Global 1976-2006 21       Price PV module (USD/Wpeak)

  Kruck and Eltrop, 2007 Germany 1977-2005 13       Price PV module (EUR/Wpeak)

  Kruck and Eltrop, 2007 Germany 1999-2005 26       Price of balance of system costs

  Nemet, 2009 Global 1976-2006 15-21 Price PV module (USD/Wpeak)

Concentrating Solar Power (CSP)  

  Enermodal, 1999 USA 1984-1998 8-15 Plant investment  cost (USD/kW)

Biomass  

  IEA, 2000 EU 1980-1995 15       Electricity production cost (USD/kWh)

  Goldemberg et al., 2004 Brazil 1985-2002 29       Prices for ethanol fuel (USD/m3)

  Junginger et al., 2005b Sweden, Finland 1975-2003 15       Forest wood chip prices (EUR/GJ)

  Junginger et al., 2006 Denmark 1984-1991 15       Biogas production costs (EUR/Nm3)

  Junginger et al., 2006  Sweden   1990-2002  8-9 Biomass CHP power (EUR/kWh)  

  Junginger et al., 2006  Denmark   1984-2001  0-15 Biogas production costs (EUR/Nm3)  

  Junginger et al., 2006  Denmark   1984-1998  12 Biogas plants (€/m3 biogas/day)   

  Van den Wall Bake et al., 2009  Brazil   1975-2003  19 Ethanol from sugarcane (USD/m3)   

  Goldemberg et al., 2004  Brazil   1980-1985  7 Ethanol from sugarcane (USD/m3)  

  Goldemberg et al., 2004  Brazil   1985-2002  29 Ethanol from sugarcane (USD/m3)  

  Van den Wall Bake et al., 2009  Brazil   1975-2003  20 Ethanol from sugarcane (USD/m3)  

  Hettinga et al., 2009  USA   1983-2005  18 Ethanol from corn  (USD/m3) 

  Hettinga et al., 2009   USA   1975-2005  45 Corn production costs (USD/t corn) 

  Van den Wall Bake et al., 2009   Brazil   1975-2003 32 Sugarcane production costs (USD/t) 
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Figure TS.10.14 |  Illustrative global decadal investments (in billion USD2005) 
needed in order to achieve ambitious climate protection goals: (b) MiniCAM-EMF22 
(fi rst-best 2.6 W/m2 overshoot scenario, nuclear and carbon capture technologies are per-
mitted); (c) ER-2010 (450 ppm CO2eq, nuclear and carbon capture technologies are not 
permitted); and (d) ReMIND-RECIPE (450 ppm CO2, nuclear power plants and carbon cap-
ture technologies are permitted). Compared to the other scenarios, the PV share is high 
in (d) as concentrating solar power has not been considered. For comparison, (a) shows 
the IEA-WEO2009-Baseline (baseline scenario without climate protection). Sources: (a) 
IEA (2009); (b) Calvin et al. (2009); (c) Teske et al. (2010); and (d) Luderer et al. (2009).
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considerations. These factors contribute to the uncertainty of external costs. 
[10.6.5]

However, the knowledge about external costs and benefi ts due to RE sources 
can provide some guidance for society to select best alternatives and to steer 
the energy system towards overall effi ciency and high welfare gains. [10.6.5]

11.  Policy, Financing and 
Implementation

11.1  Introduction

RE capacity is increasing rapidly around the world, but a number of 
barriers continue to hold back further advances. Therefore, if RE is to 
contribute substantially to the mitigation of climate change, and to do 
so quickly, various forms of economic support policies as well as policies 
to create an enabling environment are likely to be required. [11.1]

RE policies have promoted an increase in RE shares by helping to 
overcome various barriers that impede technology development 
and deployment of RE. RE policies might be enacted at all levels 
of government—from local to state/provincial to national to inter-
national—and range from basic R&D for technology development 
through to support for installed RE systems or the electricity, heat or 
fuels they produce. In some countries, regulatory agencies and pub-
lic utilities may be given responsibility for, or on their own initiative, 
design and implement support mechanisms for RE. Nongovernmental 
actors, such as international agencies and development banks, also 
have important roles to play. [1.4, 11.1, 11.4, 11.5]

RE may be measured by additional qualifi ers such as time and reliability 
of delivery (availability) and other metrics related to RE’s integration into 
networks. There is also much that governments and other actors can do 
to create an environment conducive for RE deployment. [11.1, 11.6]

11.1.1  The rationale of renewable energy-specifi c 
policies in addition to climate change policies

Renewable energies can provide a host of benefi ts to society. Some RE 
technologies are broadly competitive with current market energy prices. 
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Of the other RE technologies that are not yet broadly competitive, many 
can provide competitive energy services in certain circumstances. In 
most regions of the world, however, policy measures are still required 
to facilitate an increasing deployment of RE. [11.1, 10.5] 

Climate policies (carbon taxes, emissions trading or regulatory poli-
cies) decrease the relative costs of low-carbon technologies compared 
to carbon-intensive technologies. It is questionable, however, whether 
climate policies (e.g., carbon pricing) alone are capable of promoting RE 
at suffi cient levels to meet the broader environmental, economic and 
social objectives related to RE. [11.1.1]

Two separate market failures create the rationale for the additional 
support of innovative RE technologies that have high potential for 
technological development, even if an emission market (or GHG pricing 
policy in general) exists. The fi rst market failure refers to the external 
cost of GHG emissions. The second market failure is in the fi eld of inno-
vation: if fi rms underestimate the future benefi ts of investments into 
learning RE technologies or if they cannot appropriate these benefi ts, 
they will invest less than is optimal from a macroeconomic perspec-
tive. In addition to GHG pricing policies, RE-specifi c policies may be 

appropriate from an economic point of view if the related opportuni-
ties for technological development are to be addressed (or if the goals 
beyond climate change mitigation are pursued). Potentially adverse 
consequences such as lock-in, carbon leakage and rebound effects 
should be taken into account in the design of a portfolio of policies. 
[11.1.1, 11.5.7.3] 

11.1.2  Policy timing and strength

The timing, strength and level of coordination of R&D versus deployment 
policies have implications for the effi ciency and effectiveness of the poli-
cies, and for the total cost to society in three main ways: 1) whether a 
country promotes RE immediately or waits until costs have declined fur-
ther; 2) once a country has decided to support RE, the timing, strength 
and coordination of when R&D policies give way to deployment policies; 
and 3) the cost and benefi t of accelerated versus slower ‘market demand’ 
policy implementation. With regard to the fi rst, in order to achieve full 
competitiveness with fossil fuel technologies, signifi cant upfront invest-
ments in RE will be required until the break-even point is achieved. 
When those investments should be made depends on the goal. If the 
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Figure TS.10.15 | Illustration of external costs due to the lifecycle of electricity production based on RE and fossil energy. Note the logarithmic scale of the fi gure. The black lines 
indicate the range of the external cost due to climate change and the red lines indicate the range of the external costs due to air pollutant health effects. External costs due to climate 
change mainly dominate in fossil energy if not equipped with CCS. Comb.C: Combined Cycle; Postcom: Post-Combustion; η: effi ciency factor. The results are based on four studies 
having different assumptions (A–D). The uncertainty for the external costs of health impacts is assumed to be a factor of three. [Figure 10.36]
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international community aims to stabilize global temperature increases 
at 2°C, then investments in low-carbon technologies must start almost 
immediately.

11.2  Current trends: Policies, fi nancing and 
investment

An increasing number and variety of RE policies have driven substan-
tial growth in RE technologies in recent years. Until the early 1990s, few 
countries had enacted policies to promote RE. Since then, and particularly 
since the early- to mid-2000s, policies have begun to emerge in a grow-
ing number of countries at the municipal, state/provincial and national 
levels, as well as internationally (see Figure TS.11.1). [1.4, 11.1, 11.2.1, 
11.4, 11.5]

Initially, most policies adopted were in developed countries, but an 
increasing number of developing countries have enacted policy frame-
works at various levels of government to promote RE since the late 
1990s and early 2000s. Of those countries with RE electricity policies 
by early 2010, approximately half were developing countries from 
every region of the world. [11.2.1]

Most countries with RE policies have more than one type of mechanism 
in place, and many existing policies and targets have been strength-
ened over time. Beyond national policies, the number of international 
policies and partnerships is increasing. Several hundred city and local 
governments around the world have also established goals or enacted 
renewable promotion policies and other mechanisms to spur local RE 
deployment. [11.2.1]

The focus of RE policies is shifting from a concentration almost entirely 
on electricity to include the heating/cooling and transportation sectors. 
These trends are matched by increasing success in the development of 
a range of RE technologies and their manufacture and implementation 
(see Chapters 2 through 7), as well as by a rapid increase in annual 
investment in RE and a diversifi cation of fi nancing institutions, particu-
larly since 2004/2005. [11.2.2]

In response to the increasingly   supportive policy environment, the 
overall RE sector globally has seen a signifi cant rise in the level of 
investment since 2004-2005. Financing occurs over what is known as 
the ‘continuum’ or stages of technology development. The fi ve seg-
ments of the continuum are: 1) R&D; 2) technology development and 
commercialization; 3) equipment manufacture and sales; 4) project 
construction; and 5) the refi nancing and sale of companies, largely 
through mergers and acquisitions. Financing has been increasing over 
time in each of these stages, providing indications of the RE sector’s cur-
rent and expected growth, as follows: [11.2.2] 

• Trends in (1) R&D funding and (2) technology investment are indica-
tors of the long- to mid-term expectations for the sector—investments 

are being made that will begin to pay off in several years’ time, once 
the technology is fully commercialized. [11.2.2.2, 11.2.2.3]

•  Trends in (3) manufacturing and sales investment are an indicator of 
near-term expectations for the sector—essentially, that the growth in 
market demand will continue. [11.2.2.4] 

•  Trends in (4) construction investment are an indicator of current 
sector activity, including the extent to which internalizing costs asso-
ciated with GHGs can result in new fi nancial fl ows to RE projects. 
[11.2.2.5]

•  Trends in (5) industry mergers and acquisitions can refl ect the over-
all maturity of the sector, and increasing refi nancing activity over 
time indicates that larger, more conventional investors are entering 
the sector, buying up successful early investments from fi rst mov-
ers. [11.2.2.6]

11.3  Key drivers, opportunities and benefi ts 

Renewable energy can provide a host of benefi ts to society. In addition 
to the reduction of CO2 emissions, governments have enacted RE policies 
to meet any number of objectives, including the creation of local envi-
ronmental and health benefi ts; facilitation of energy access, particularly 
for rural areas; advancement of energy security goals by diversifying the 
portfolio of energy technologies and resources; and improving social and 
economic development through potential employment opportunities and 
economic growth. [11.3.1–11.3.4]

The relative importance of the drivers for RE differ from country to country, 
and may vary over time. Energy access has been described as the primary 
driver in developing countries whereas energy security and environmental 
concerns have been most important in developed countries. [11.3]

11.4  Barriers to renewable energy 
policymaking, implementation and 
fi nancing 

RE policies have promoted an increase in RE shares by helping to 
overcome various barriers that impede technology development and 
deployment of RE. Barriers specifi c to RE policymaking, to implemen-
tation and to fi nancing (e.g., market failures) may further impede 
deployment of RE. [1.4, 11.4]

Barriers to making and enacting policy include a lack of information 
and awareness about RE resources, technologies and policy options; 
lack of understanding about best policy design or how to undertake 
energy transitions; diffi culties associated with quantifying and internal-
izing external costs and benefi ts; and lock-in to existing technologies 
and policies. [11.4.1] 
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Figure TS.11.1 | Countries with at least one RE target and/or at least one RE-specifi c policy, in mid-2005 and in early 2011. This fi gure includes only national-level targets and policies 
(not municipal or state/provincial) and is not necessarily all-inclusive. [Figure 11.1]
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Barriers related to policy implementation include confl icts with existing 
regulations; lack of skilled workers; and/or lack of institutional capacity 
to implement RE policies. [11.4.2]

Barriers to fi nancing include a lack of awareness among fi nanciers and 
lack of timely and appropriate information; issues related to fi nancial 
structure and project scale; issues related to limited track records; and, in 
some countries, institutional weakness, including imperfect capital mar-
kets and insuffi cient access to affordable fi nancing, all of which increase 
perceived risk and thus increase costs and/or make it more diffi cult to 
obtain RE project fi nancing. Most importantly, many RE technologies are 
not economically competitive with current energy market prices, making 
them fi nancially unprofi table for investors absent various forms of policy 
support, and thereby restricting investment capital. [11.4.3]

11.5  Experience with and assessment of 
policy options 

Many policy options are available to support RE technologies, from their 
infant stages to demonstration and pre-commercialization, and through 
to maturity and wide-scale deployment. These include government R&D 
policies (supply-push) for advancing RE technologies, and deployment 
policies (demand-pull) that aim to create a market for RE technologies. 
Policies could be categorized in a variety of ways and no globally-agreed 
list of RE policy options or groupings exists. For the purpose of simpli-
fi cation, R&D and deployment policies have been organized within the 
following categories [11.5]:

• Fiscal incentive: actors (individuals, households, companies) are 
allowed a reduction of their contribution to the public treasury via 
income or other taxes or are provided payments from the public 
treasury in the form of rebates or grants.

• Public fi nance: public support for which a fi nancial return is expected 
(loans, equity) or fi nancial liability is incurred (guarantee); and

• Regulation: rule to guide or control conduct of those to whom it 
applies.

Although targets are a central component of policies, policies in place 
may not need specifi c targets to be successful. Further, targets without 
policies to deliver them are unlikely to be met. [11.5]

The success of policy instruments is determined by how well they are 
able to achieve various objectives or criteria, including: 

• Effectiveness: extent to which intended objectives are met;

• Effi ciency: ratio of outcomes to inputs, or RE targets realized for 
economic resources spent;

• Equity: the incidence and distributional consequences of a policy; 
and 

• Institutional feasibility: the extent to which a policy instrument is 
likely to be viewed as legitimate, gain acceptance, and be adopted 
and implemented, including the ability to implement a policy once it 
has been designed and adopted. [11.5.1]

Most literature focuses on effectiveness and effi ciency of policies. 
Elements of specifi c policy options make them more or less apt to 
achieve the various criteria, and how these policies are designed and 
implemented can also determine how well they meet these criteria. The 
selection of policies and details of their design ultimately will depend on 
the goals and priorities of policymakers. [11.5.1]

11.5.1 Research and development policies for 
renewable energy 

R&D, innovation, diffusion and deployment of new low-carbon technol-
ogies create benefi ts to society beyond those captured by the innovator, 
resulting in under-investment in such efforts. Thus, government R&D 
can play an important role in advancing RE technologies. Not all coun-
tries can afford to support R&D with public funds, but in the majority 
of countries where some level of support is possible, public R&D for 
RE enhances the performance of nascent technologies so that they can 
meet the demands of initial adopters. Public R&D also improves existing 
technologies that already function in commercial environments. [11.5.2]

Government R&D policies include fi scal incentives, such as academic 
R&D funding, grants, prizes, tax credits, and use of public research cen-
tres; as well as public fi nance, such as soft or convertible loans, public 
equity stakes, and public venture capital funds. Investments falling under 
the rubric of R&D span a wide variety of activities along the technology 
development lifecycle, from RE resource mapping to improvements in 
commercial RE technologies. [11.5.2]

The success of R&D policies depends on a number of factors, some of 
which can be clearly determined, and others which are debated in the 
literature. Successful outcomes from R&D programmes are not solely 
related to the total amount of funding allocated, but are also related 
to the consistency of funding from year to year. On-off operations in 
R&D are detrimental to technical learning, and learning and cost reduc-
tions depend on continuity, commitment and organization of effort, and 
where and how funds are directed, as much as they rely on the scale 
of effort. In the literature, there is some debate as to the most suc-
cessful approach to R&D policy in terms of timing: bricolage (progress 
via research aiming at incremental improvements) versus breakthrough 
(radical technological advances) with arguments favouring either option 
or a combination of both. Experience has shown that it is important that 
subsidies for R&D (and beyond) are designed to have an ‘exit-strategy’ 
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whereby the subsidies are progressively phased out as the technology 
commercializes, leaving a functioning and sustainable sector in place. 
[11.5.2.3]

One of the most robust fi ndings, from both the theoretical literature 
and technology case studies, is that R&D investments are most effec-
tive when complemented by other policy instruments—particularly, but 
not limited to, policies that simultaneously enhance demand for new 
RE technologies. Relatively early deployment policies in a technology’s 
development accelerate learning, whether learning through R&D or 
learning through utilization (as a result of manufacture) and cost reduc-
tion. Together, R&D and deployment policies create a positive feedback 
cycle, inducing private sector investment in R&D (See Figure TS.11.2). 
[11.5.2.4]

11.5.2 Policies for deployment

Policy mechanisms enacted specifi cally to promote deployment of 
RE are varied and can apply to all energy sectors. They include fi scal 
incentives (grants, energy production payments, rebates, tax credits, 
reductions and exemptions, variable or accelerated depreciation); public 

fi nance (equity investment, guarantees, loans, public procurement); and 
regulations (quotas, tendering/bidding, FITs, green labelling and green 
energy purchasing, net metering, priority or guaranteed access, priority 
dispatch). While regulations and their impacts vary quite signifi cantly 
from one end-use sector to another, fi scal incentives and public fi nance 
apply generally to all sectors. [11.5.3.1]

Fiscal incentives can reduce the costs and risks of investing in RE by low-
ering the upfront investment costs associated with installation, reducing 
the cost of production, or increasing the payment received for RE gener-
ated. Fiscal incentives also compensate for the various market failures 
that leave RE at a competitive disadvantage compared to fossil fuels 
and nuclear energy, and help to reduce the fi nancial burden of investing 
in RE. [11.5.3.1]

Fiscal incentives tend to be most effective when combined with other 
types of policies. Incentives that subsidize production are generally 
preferable to investment subsidies because they promote the desired 
outcome—energy generation. However, policies must be tailored to 
particular technologies and stages of maturation, and investment 
subsidies can be helpful when a technology is still relatively expen-
sive or when the technology is applied at a small scale (e.g., small 

Market
Development

Industry
Development

Technology
Development

Higher performance, 
cost reductions, 
enhanced applications 
result in more and 
higher quality RE 
technologies and 
deployment

More and higher quality RE 
technologies and deployment result 
in more R&D, innovation and 
technological progress

More and higher quality RE 
technologies and deployment 
result in enlarged markets and 
open new sectors 

Enlarged markets and 
new sectors stimulate 
innovators and investors

More R&D, innovation and 
technological progress result in 
higher performance, cost 
reductions, enhanced applications

Market
Cycle

Technology
Cycle

Figure TS.11.2 | The mutually-reinforcing cycles of technology development and market deployment drive down technology costs. [Figure 11.5]
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rooftop solar systems), particularly if they are paired with technology 
standards and certifi cation to ensure minimum quality of systems 
and installation. Experience with wind energy policies suggests that 
production payments and rebates may be preferable to tax credits 
because the benefi ts of payments and rebates are equal for people of 
all income levels and thus promote broader investment and use. Also, 
because they are generally provided at or near the time of purchase or 
production, they result in more even growth over time (rather than the 
tendency to invest in most capacity toward the end of a tax period). 
Tax-based incentives have historically tended to be used to promote only 
the most mature and cheapest available technologies. Generally, tax 
credits work best in countries where there are numerous profi table, tax-
paying private sector fi rms that are in a position to take advantage of 
them. [11.5.3.1]

Public fi nance mechanisms have a twofold objective: to directly mobi-
lize or leverage commercial investment into RE projects, and to indirectly 
create scaled-up and commercially sustainable markets for these tech-
nologies. In addition to the more traditional public fi nance policies such 
as soft loans and guarantees, a number of innovative mechanisms are 
emerging at various levels of government, including the municipal level. 
These include fi nancing of RE projects through long-term loans to prop-
erty owners that allow repayment to be matched with energy savings 
(for example, Property Assessed Clean Energy in California), and the 
‘recycling’ of government funds for multiple purposes (e.g., using public 
funds saved through energy effi ciency improvements for RE projects). 
[11.5.3.2]

Public procurement of RE technologies and energy supplies is a fre-
quently cited but not often utilized mechanism to stimulate the market 
for RE. Governments can support RE development by making com-
mitments to purchase RE for their own facilities or encouraging clean 
energy options for consumers. The potential of this mechanism is signifi -
cant: in many nations, governments are the largest consumer of energy, 
and their energy purchases represent the largest components of public 
expenditures. [11.5.3.2]

Regulatory policies include quantity- and price-driven policies such 
as quotas and FITs; quality aspects and incentives; and access instru-
ments such as net metering. Quantity-driven policies set the quantity 
to be achieved and allow the market to determine the price, whereas 
price-driven policies set the price and allow the market to determine 
quantity. Quantity-driven policies can be used in all three end-use sec-
tors in the form of obligations or mandates. Quality incentives include 
green energy purchasing and green labelling programmes (occasionally 
mandated by governments, but not always), which provide information 
to consumers about the quality of energy products to enable consumers 
to make voluntary decisions and drive demand for RE. [11.5.3.3] 

Policies for deployment: Electricity
To date, far more policies have been enacted to promote RE for electric-
ity generation than for heating and cooling or transport. These include 

fi scal incentives and public fi nance to promote investment in and 
generation of RE electricity, as well as a variety of electricity-specifi c 
regulatory policies. Although governments use a variety of policy types 
to promote RE electricity, the most common policies in use are FITs and 
quotas or Renewable Portfolio Standards (RPS). [11.5.4]

There is a wealth of literature assessing quantity-based (quotas, RPS; 
and tendering/bidding policies) and price-based (fi xed-price and 
premium-price FITs) policies, primarily quotas and FITs, and with a 
focus on effectiveness and effi ciency criteria. A number of historical 
studies, including those carried out for the European Commission, 
have concluded that ‘well-designed’ and ‘well–implemented’ FITs 
have to date been the most effi cient (defi ned as comparison of total 
support received and generation cost) and effective (ability to deliver 
an increase in the share of RE electricity consumed) support policies 
for promoting RE electricity. [11.5.4] 

One main reason for the success of well-implemented FITs is that they 
usually guarantee high investment security due to the combination of 
long-term fi xed-price payments, network connection, and guaranteed 
grid access for all generation. Well-designed FITs have encouraged both 
technological and geographic diversity, and have been found to be 
more suitable for promoting projects of varying sizes. The success of FIT 
policies depends on the details. The most effective and effi cient policies 
have included most or all of the following elements [11.5.4.3]: 

• Utility purchase obligation;
• Priority access and dispatch; 
• Tariffs based on cost of generation and differentiated by technology 

type and project size, with carefully calculated starting values; 
• Regular long-term design evaluations and short-term payment level 

adjustments, with incremental adjustments built into law in order to 
refl ect changes in technologies and the marketplace, to encourage 
innovation and technological change, and to control costs;

• Tariffs for all potential generators, including utilities;
• Tariffs guaranteed for a long enough time period to ensure an ade-

quate rate of return;
• Integration of costs into the rate base and shared equally across 

country or region;
• Clear connection standards and procedures to allocate costs for 

transmission and distribution;
• Streamlined administrative and application processes; and
• Attention to preferred exempted groups, for example, major users 

on competitiveness grounds or low-income and other vulnerable 
customers.

Experiences in several countries demonstrate that the effectiveness 
of quota schemes can be high and compliance levels achieved if RE 
certifi cates are delivered under well-designed policies with long-term 
contracts that mute (if not eliminate) price volatility and reduce risk. 
However, they have been found to benefi t the most mature, least-
cost technologies. This effect can be addressed in the design of the 
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policy if different RE options are distinguished or are paired with 
other incentives. The most effective and effi cient quantity-based 
mechanisms have included most if not all of the following elements, 
particularly those that help to minimize risk [11.5.4.3]:

• Application to large segment of the market (quota only);
• Clearly defi ned eligibility rules including eligible resources and 

actors (applies to quotas and tendering/bidding);
• Well-balanced supply-demand conditions with a clear focus on new 

capacities—quotas should exceed existing supply but be achievable 
at reasonable cost (quota only);

• Long-term contracts/specifi c purchase obligations and end dates, 
and no time gaps between one quota and the next (quota only);

• Adequate penalties for non-compliance, and adequate enforcement 
(applies to quotas and tendering/bidding);

• Long-term targets, of at least 10 years (quota only);
• Technology-specifi c bands or carve-outs to provide differentiated 

support (applies to quotas and tendering/bidding); and
• Minimum payments to enable adequate return and fi nancing 

(applies to quotas and tendering/bidding).

Net metering enables small producers to ‘sell’ into the grid, at the retail 
rate, any renewable electricity that they generate in excess of their total 
demand in real time as long as that excess generation is compensated 
for by excess customer load at other times during the designated netting 
period. It is considered a low-cost, easily administered tool for motivat-
ing customers to invest in small-scale, distributed power and to feed it 
into the grid, while also benefi ting providers by improving load factors 
if RE electricity is produced during peak demand periods. On its own, 
however, it is generally insuffi cient to stimulate signifi cant growth of 
less competitive technologies like PV at least where generation costs are 
higher than retail prices. [11.5.4]

Policies for deployment: Heating and cooling
An increasing number of governments are adopting incentives and man-
dates to advance RE heating and cooling (H/C) technologies. Support for 
RE H/C presents policymakers with a unique challenge due to the often 
distributed nature of heat generation. Heating and cooling services can 
be provided via small- to medium-scale installations that service a single 
dwelling, or can be used in large-scale applications to provide district 
heating and cooling. Policy instruments for both RE heating (RE-H) and 
cooling (RE-C) need to specifi cally address the more heterogeneous 
characteristics of resources, including their wide range in scale, vary-
ing ability to deliver different levels of temperature, widely distributed 
demand, relationship to heat load, variability of use, and the absence of 
a central delivery or trading mechanism. [11.5.5]

The number of policies to support RE sources of heating and cooling 
has increased in recent years, resulting in increasing generation of RE 
H/C. However, a majority of support mechanisms have been focused on 
RE-H. Policies in place to promote RE-H include fi scal incentives such as 
rebates and grants, tax reductions and tax credits; public fi nance policies 

like loans; regulations such as use obligations; and educational efforts. 
[11.5.5.1–11.5.5.3, 11.6]

To date, fi scal incentives have been the prevalent policy in use, with grants 
being the most commonly applied. Tax credits available after the installation 
of a RE-H system (i.e., ex-post) may be logistically advantageous over, for 
example, grants requiring pre-approval before installation, though there is 
limited experience with this option. Regulatory mechanisms like use obli-
gations and quotas have attracted increased interest for their potential to 
encourage growth of RE-H independent of public budgets, though there has 
been little experience with these policies to date. [11.5.5]

Similar to RE electricity and RE transport, RE H/C policies will be better 
suited to particular circumstances/locations if, in their design, consideration 
is given to the state of maturity of the particular technology, of the existing 
markets and of the existing supply chains. Production incentives are consid-
ered be more effective for larger H/C systems, such as district heating grids, 
than they are for smaller, distributed onsite H/C generation installations 
for which there are few cost-effective metering or monitoring procedures. 
[11.5.5]

Though there are some examples of policies supporting RE-C technologies, 
in general policy aiming to drive deployment of RE-C solely is considerably 
less well-developed than that for RE-H. Many of the mechanisms described 
in the above paragraphs could also be applied to RE-C, generally with simi-
lar advantages and disadvantages. The lack of experience with deployment 
policies for RE-C is probably linked to the early levels of technological devel-
opment of many RE-C technologies. R&D support as well as policy support 
to develop the early market and supply chains may be of particular impor-
tance for increasing the deployment of RE-C technologies in the near future. 
[11.5.5.4]

Policies for deployment: Transportation
A range of policies has been implemented to support the deployment of RE 
for transport, though the vast majority of these policies and related experi-
ences have been specifi c to biofuels. Biofuel support policies aim to promote 
domestic consumption via fi scal incentives (e.g., tax exemptions for bio-
fuel at the pump) or regulations (e.g., blending mandates), or to promote 
domestic production via public fi nance (e.g., loans) for production facilities, 
via feedstock support or tax incentives (e.g., excise tax exemptions). Most 
commonly, governments enact a combination of policies. [11.5.6]

Tax incentives are commonly used to support biofuels because they change 
their cost-competitiveness relative to fossil fuels. They can be installed along 
the whole biofuel value chain, but are most commonly provided to either 
biofuel producers (e.g., excise tax exemptions/credits) and/or to end con-
sumers (e.g., tax reductions for biofuels at the pump). [11.5.6]

However, several European and other G8+5 countries have begun 
gradually shifting from the use of tax breaks for biofuels to blending 
mandates. It is diffi cult to assess the level of support under biofuel 
mandates because prices implied by these obligations are generally 
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not public (in contrast to the electricity sector, for example). While 
mandates are key drivers in the development and growth of most 
modern biofuels industries, they are found to be less appropriate for 
the promotion of specifi c types of biofuel because fuel suppliers tend 
to blend low-cost biofuels. By nature, mandates need to be care-
fully designed and accompanied by further requirements in order to 
reach a broader level of distributional equity and to minimize poten-
tial negative social and environmental impacts. Those countries with 
the highest share of biofuels in transport fuel consumption have had 
hybrid systems that combine mandates (including penalties) with 
fi scal incentives (tax exemptions foremost). [11.5.6]

Synthesis
Some policy elements have been shown to be more effective and 
effi cient in rapidly increasing RE deployment and enabling govern-
ments and society to achieve specifi c targets. The details of policy 
design and implementation can be as important in determining 
effectiveness and effi ciency as the specifi c policies that are used. 
Key policy elements include [11.5.7]:

• Adequate value derived from subsidies, FITs, etc. to cover cost 
such that investors are able to recover their investment at a rate 
of return that matches their risk.

• Guaranteed access to networks and markets or at a minimum 
clearly defi ned exceptions to that guaranteed access.

• Long-term contracts to reduce risk thereby reducing fi nancing 
costs.

• Provisions that account for diversity of technologies and appli-
cations. RE technologies are at varying levels of maturity and 
with different characteristics, often facing very different barriers. 
Multiple RE sources and technologies may be needed to mitigate 
climate change, and some that are currently less mature and/or 
more costly than others could play a signifi cant role in the future 
in meeting energy needs and reducing GHG emissions.

• Incentives that decline predictably over time as technologies 
and/or markets advance.

• Policy that is transparent and easily accessible so that actors 
can understand the policy and how it works, as well as what 
is required to enter the market and/or to be in compliance. 
Also includes longer-term transparency of policy goals, such as 
medium- and long-term policy targets.

• Inclusive, meaning that the potential for participation is as broad 
as possible on both the supply side (traditional producers, distribu-
tors of technologies or energy supplies, whether electricity, heat or 
fuel), and the demand side (businesses, households, etc.), which 

can ‘self-generate’ with distributed RE, enabling broader partici-
pation that unleashes more capital for investment, helps to build 
broader public support for RE, and creates greater competition. 

• Attention to preferred exempted groups, for example, major users 
on competitiveness grounds or low-income and vulnerable cus-
tomers on equity and distributional grounds.

It is also important to recognize that there is no one-size-fi ts-all policy, 
and policymakers can benefi t from the ability to learn from experi-
ence and adjust programmes as necessary. Policies need to respond to 
local political, economic, social, ecological, cultural and fi nancial needs 
and conditions, as well as factors such as the level of technological 
maturity, availability of affordable capital, and the local and national 
RE resource base. In addition, a mix of policies is generally needed to 
address the various barriers to RE. Policy frameworks that are transpar-
ent and sustained—from predictability of a specifi c policy, to pricing 
of carbon and other externalities, to long-term targets for RE—have 
been found to be crucial for reducing investment risks and facilitating 
deployment of RE and the evolution of low-cost applications. [11.5.7]

Macroeconomic impacts of renewable energy policies 
Payment for supply-push type RE support tends to come from public 
budgets (multinational, national, local), whereas the cost of demand-pull 
mechanisms often lands on the end users. For example, if a renewable 
electricity policy is added to a countries’ electricity sector, this additional 
cost is often borne by electricity consumers, although exemptions or 
re-allocations can reduce costs for industrial or vulnerable customers 
where necessary. Either way, there are costs to be paid. If the goal is 
to transform the energy sector over the next several decades, then it is 
important to minimize costs over this entire period; it is also important 
to include all costs and benefi ts to society in that calculation. [11.5.7.2]

Conducting an integrated analysis of costs and benefi ts of RE is 
extremely demanding because so many elements are involved in deter-
mining net impacts. Effects fall into three categories: direct and indirect 
costs of the system as well as benefi ts of RE expansion; distributional 
effects (in which economic actors or groups enjoy benefi ts or suffer bur-
dens as a result of RE support); and macroeconomic aspects such as 
impacts on GDP or employment. For example, RE policies provide oppor-
tunities for potential economic growth and job creation, but measuring 
net effects is complex and uncertain because the additional costs of RE 
support create distributional and budget effects on the economy. Few 
studies have examined such impacts on national or regional economies; 
however, those that have been carried out have generally found net 
positive economic impacts. [11.3.4, 11.5.7.2]

Interactions and potential unintended consequences of renew-
able energy and climate policies
Due to overlapping drivers and rationales for RE deployment and over-
lapping jurisdictions (local, national, international) substantial interplay 
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may occur among policies at times with unintended consequences. 
Therefore, a clear understanding of the interplay among policies and the 
cumulative effects of multiple policies is crucial. [11.3, 11.5.7, 11.6.2] 

If not applied globally and comprehensively, both carbon pricing and 
RE policies create risks of ‘carbon leakage’, where RE policies in one 
jurisdiction or sector reduce the demand for fossil fuel energy in that 
jurisdiction or sector, which ceteris paribus reduces fossil fuel prices 
globally and hence increases demand for fossil energy in other jurisdic-
tions or sectors. Even if implemented globally, suboptimal carbon prices 
and RE policies could potentially lead to higher carbon emissions. For 
example, if fossil fuel resource owners fear more supportive RE deploy-
ment policies in the long term, they could increase resource extraction 
as long as RE support is moderate. Similarly, the prospect of future 
carbon price increases may encourage owners of oil and gas wells to 
extract resources more rapidly, while carbon taxes are lower, undermin-
ing policymakers’ objectives for both the climate and the spread of RE 
technology. The conditions of such a ‘green paradox’ are rather specifi c: 
carbon pricing would have to begin at low levels and increase rapidly. 
Simultaneously, subsidized RE would have to remain more expensive 
than fossil fuel-based technologies. However, if carbon prices and RE 
subsidies begin at high levels from the beginning, such green paradoxes 
become unlikely. [11.5.7]

The cumulative effect of combining policies that set fi xed carbon prices, 
like carbon taxes, with RE subsidies is largely additive: in other words, 
extending a carbon tax with RE subsidies decreases emissions and 
increases the deployment of RE. However, the effect on the energy sys-
tem of combining endogenous-price policies, like emissions trading and/
or RE quota obligations, is usually not as straightforward. Adding RE 
policies on top of an emissions trading scheme usually reduces carbon 
prices which, in turn, makes carbon-intensive (e.g., coal-based) tech-
nologies more attractive compared to other non-RE abatement options 
such as natural gas, nuclear energy and/or energy effi ciency improve-
ments. In such cases, although overall emissions remain fi xed by the cap, 
RE policies reduce the costs of compliance and/or improve social welfare 
only if RE technologies experience specifi c externalities and market bar-
riers to a greater extent than other energy technologies. [11.5.7] 

Finally, RE policies alone (i.e., without carbon pricing) are not neces-
sarily an effi cient instrument to reduce carbon emissions because they 
do not provide enough incentives to use all available least-cost miti-
gation options, including non-RE low-carbon technologies and energy 
effi ciency improvements. [11.5.7]

11.6  Enabling environment and regional 
issues

RE technologies can play a greater role in climate change mitigation if 
they are implemented in conjunction with broader ‘enabling’ policies 

that can facilitate change in the energy system. An ‘enabling’ envi-
ronment encompasses different institutions, actors (e.g., the fi nance 
community, business community, civil society, government), infra-
structures (e.g., networks and markets), and political outcomes (e.g., 
international agreements/cooperation, climate change strategies) (see 
Table TS.11.1). [11.6]

A favourable or ‘enabling’ environment for RE can be created by 
encouraging innovation in the energy system; addressing the possible 
interactions of a given policy with other RE policies as well as with other 
non-RE policies; easing the ability of RE developers to obtain fi nance 
and to successfully site a project; removing barriers for access to net-
works and markets for RE installations and output; enabling technology 
transfer and capacity building; and by increasing education and aware-
ness raising at the institutional level and within communities. In turn, 
the existence of an ‘enabling’ environment can increase the effi ciency and 
effectiveness of policies to promote RE. [11.6.1–11.6.8]

A widely accepted conclusion in innovation literature is that established 
socio-technical systems tend to narrow the diversity of innovations 
because the prevailing technologies develop a fi tting institutional envi-
ronment. This may give rise to strong path dependencies and exclude 
(or lock out) rivalling and potentially better-performing alternatives. For 
these reasons, socio-technical system change takes time, and it involves 
change that is systemic rather than linear. RE technologies are being inte-
grated into an energy system that, in much of the world, was constructed 
to accommodate the existing energy supply mix. As a result, infrastructure 
favours the currently dominant fuels, and existing lobbies and interests 
all need to be taken into account. Due to the intricacies of technological 
change, it is important that all levels of government (from local through 
to international) encourage RE development through policies, and that 
nongovernmental actors also be involved in policy formulation and imple-
mentation. [11.6.1]

Government policies that complement each other are more likely to be 
successful, and the design of individual RE policies will also affect the 
success of their coordination with other policies. Attempting to actively 
promote the complementarities of policies across multiple sectors—from 
energy to agriculture to water policy, etc.—while also considering the 
independent objectives of each, is not an easy task and may create win-
win and/or win-lose situations, with possible trade-offs. This implies a 
need for strong central coordination to eliminate contradictions and con-
fl icts among sectoral policies and to simultaneously coordinate action at 
more than one level of governance. [11.6.2]

A broader enabling environment includes a fi nancial sector that can 
offer access to fi nancing on terms that refl ect the specifi c risk/reward 
profi le of a RE technology or project. The cost of fi nancing and access to 
it depends on the broader fi nancial market conditions prevalent at the 
time of investment, and on the specifi c risks of a project, technology, 
and actors involved. Beyond RE-specifi c policies, broader conditions can 
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Table TS.11.1 | Factors and participants contributing to a successful RE governance regime. [Table 11.4]

Dimensions of 
an Enabling 
Environment   >> 
Factors and actors 
contributing to the 
success of RE policy 

Section 11.6.2
Integrating Policies 
(national/
supranational 
policies)

Section 11.6.3
Reducing Financial 
and Investment Risk

Section 11.6.4
Planning and 
Permitting at the 
local level

Section 11.6.5
Providing 
infrastructures 
networks and 
markets for RE 
technology

Section 11.6.6
Technology 
Transfer and 
Capacity Building

Section 11.6.7
Learning from  
actors beyond 
government 

Institutions 

Integrating RE policies 
with other policies at 
the design level reduces 
potential for confl ict 
among government 
policies 

Development of fi nancing 
institutions and agencies 
can aid cooperation 
between countries, provide 
soft loans or international 
carbon fi nance (CDM). 
Long-term commitment 
can reduce the perception 
of risk

Planning and permitting 
processes enable RE 
policy to be integrated 
with non-RE policies at 
the local level

Policymakers and regula-
tors can enact incentives 
and rules for networks 
and markets, such as 
security standards and 
access rules

Reliability of RE 
technologies can 
be ensured through 
certifi cation
Institutional agree-
ments enable technol-
ogy transfer

Openness to learning 
from other actors can 
complement design of 
policies and enhance 
their effectiveness by 
working within existing 
social conditions

Civil society

(individuals, house-

holds, NGOs,  

unions ...) 

Municipalities or cities 
can play a decisive role 
in integrating state poli-
cies at the local level 

Community investment 
can share and reduce 
investment risk
Public-private partner-
ships in investment and 
project development can 
contribute to reducing 
risks associated with policy 
instruments
Appropriate international 
institutions can enable 
an equitable distribution 
of funds 

Participation of civil 
society in local planning 
and permitting processes 
might allow for selection 
of the most socially 
relevant RE projects 

Civil society can become 
part of supply networks 
through co-production of 
energy and new decen-
tralized models.

Local actors and 
NGOs can be involved 
in technology transfer 
through new business 
models bringing to-
gether multi-national 
companies / NGOs / 
Small and Medium 
Enterprises

Civil society 
participation in open 
policy processes 
can generate new 
knowledge and induce 
institutional change
Municipalities or cities 
may develop solutions 
to make RE technology 
development possible at 
the local level 
People (individually 
or collectively) have a 
potential for advanc-
ing energy-related 
behaviours when policy 
signals and contextual 
constraints are coherent

Finance and business 

communities 

 

Public private partner-
ships in investment and 
project development can 
contribute to reducing 
risks associated with policy 
instruments

RE project developers 
can offer know-how and 
professional networks 
in : i) aligning project 
development with 
planning and permitting 
requirements ; ii) 
adapting planning and 
permitting processes 
to local needs and 
conditions
Businesses can be active 
in lobbying for coherent 
and integrated policies

Clarity of network and 
market rules improves 
investor confi dence

Financing institutions 
and agencies can 
partner with national 
governments, provide 
soft loans or interna-
tional carbon fi nance 
(CDM).

Multi-national 
companies can involve 
local NGOs or SMEs 
as partners in new 
technology development 
(new business models)

Development of corpo-
rations and international 
institutions reduces risk 
of investment 

Infrastructures 

 

Policy integration with 
network and market 
rules can enable devel-
opment of infrastructure 
suitable for a low-
carbon economy

Clarity of network and 
market rules reduces risk 
of investment and im-
proves investor confi dence 

Clear and transparent 
network and market rules 
are more likely to lead to 
infrastructures comple-
mentary to a low-carbon 
future

City and community 
level frameworks for the 
development of long-
term infrastructure and 
networks 
can sustain the 
involvement of local 
actors in policy 
development

Continued next Page  
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Dimensions of 
an Enabling 
Environment   >> 
Factors and actors 
contributing to the 
success of RE policy 

Section 11.6.2
Integrating Policies 
(national/
supranational 
policies)

Section 11.6.3
Reducing Financial 
and Investment Risk

Section 11.6.4
Planning and 
Permitting at the 
local level

Section 11.6.5
Providing 
infrastructures 
networks and 
markets for RE 
technology

Section 11.6.6
Technology 
Transfer and 
Capacity Building

Section 11.6.7
Learning from  
actors beyond 
government 

Politics 

(international agree-

ments / coopera-

tion, climate change 

strategy, 

technology transfer...) 

Supra-national 
guidelines (e.g., EU on 
“streamlining”, ocean 
planning, impact study) 
may contribute to 
integrating RE policy 
with other policies 

Long-term political 
commitment to RE policy 
reduces investors risk in RE 
projects

Supra- national guide-
lines may contribute to 
evolving planning and 
permitting processes

Development cooperation 
helps sustain infrastruc-
ture development and 
allows easier access to 
low-carbon technologies

CDMs, Intellectual 
property rights (IPR) 
and patent agree-
ments can contribute 
to technology transfer

Appropriate input from 
non-government institu-
tions stimulates more 
agreements that are 
socially connected

UNFCCC process mecha-
nisms such as Expert 
Group on Technology 
Transfer (EGTT), the 
Global Environment 
Facility (GEF), and the 
Clean Development 
Mechanism (CDM) 
and Joint Implementa-
tion (JM) may provide 
guidelines to facilitate 
the involvement of non-
state actors in RE policy 
development

include political and currency risks, and energy-related issues such as 
competition for investment from other parts of the energy sector, and the 
state of energy sector regulations or reform. [11.6.3] 

The successful deployment of RE technologies to date has depended on a 
combination of favourable planning procedures at both national and local 
levels. Universal procedural fi xes, such as ‘streamlining’ of permitting 
applications, are unlikely to resolve confl icts among stakeholders at the 
level of project deployment because they would ignore place- and scale-
specifi c conditions. A planning framework to facilitate the implementation 
of RE might include the following elements: aligning stakeholder expec-
tations and interests; learning about the importance of context for RE 
deployment; adopting benefi t-sharing mechanisms; building collabora-
tive networks; and implementing mechanisms for articulating confl ict for 
negotiation. [11.6.4]

After a RE project receives planning permission, investment to build it is 
only forthcoming once its economic connection to a network is agreed; 
when it has a contract for the ‘off-take’ of its production into the network; 
and when its sale of energy, usually via a market, is assured. The ability, 
ease and cost of fulfi lling these requirements is central to the feasibility 
of a RE project. Moreover, the methods by which RE is integrated into 
the energy system will have an effect on the total system cost of RE inte-
gration and the cost of different scenario pathways. In order to ensure 
the timely expansion and reinforcement of infrastructure for and connec-
tion of RE projects, economic regulators may need to allow ‘anticipatory’ 
or ‘proactive’ network investment and/or allow projects to connect in 
advance of full infrastructure reinforcement. [11.6.5, 8.2.1.3]

For many countries, a major challenge involves gaining access to RE tech-
nologies. Most low-carbon technologies, including RE technologies, are 

developed and concentrated in a few countries. It has been argued that 
many developing nations are unlikely to ‘leapfrog’ pollution-intensive 
stages of industrial development without access to clean technologies 
that have been developed in more advanced economies. However, tech-
nologies such as RE technologies typically do not fl ow across borders 
unless environmental policies in the recipient country provide incen-
tives for their adoption. Further, technology transfer should not replace 
but rather should complement domestic efforts at capacity building. In 
order to have the capacity to adapt, install, maintain, repair and improve 
on RE technologies in communities without ready access to RE, invest-
ment in technology transfer must be complemented by investment in 
community-based extension services that provide expertise, advice and 
training regarding installation, technology adaptation, repair and main-
tenance. [11.6.6]

In addition to technology transfer, institutional learning plays an 
important role in advancing deployment of RE. Institutional learning is 
conducive to institutional change, which provides space for institutions 
to improve the choice and design of RE policies. It also encourages a 
stronger institutional capacity at the deeper, often more local, level where 
numerous decisions are made on siting and investments in RE projects. 
Institutional learning can occur if policymakers can draw on nongovern-
mental actors, including private actors (companies, etc.) and civil society 
for collaborative approaches in policymaking. Information and education 
are often emphasized as key policy tools for infl uencing energy-related 
behaviours. However, the effectiveness of education- and information-
based policies is limited by contextual factors, which cautions against an 
over-reliance on information- and education-based policies alone. Changes 
in energy-related behaviours are the outcome of a process in which per-
sonal norms or attitudes interact with prices, policy signals, and the RE 
technologies themselves, as well as the social context in which individuals 
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fi nd themselves. These contextual factors point to the importance of 
collective action as a more effective, albeit more complex medium for 
change than individual action. This supports coordinated, systemic 
policies that go beyond narrow ‘attitude-behaviour-change’ policies if 
policymakers wish to involve individuals in the RE transition. [11.6.7, 
11.6.8]

11.7 A structural shift

If decision makers intend to increase the share of RE and, at the same 
time, meet ambitious climate mitigation targets, then long-standing 
commitments and fl exibility to learn from experience will be critical. To 
achieve GHG concentration stabilization levels with high shares of RE, a 
structural shift in today’s energy systems will be required over the next 
few decades. Such a transition to low-carbon energy differs from previ-
ous energy transitions (e.g., from wood to coal, or coal to oil) because 
the available time span is restricted to a few decades, and because RE 
must develop and integrate into a system constructed in the context of 

an existing energy structure that is very different from what might be 
required under higher penetration RE futures. [11.7]

A structural shift towards a world energy system that is mainly based 
on renewable energy might begin with a prominent role for energy 
effi ciency in combination with RE. This requires, however, a reasonable 
carbon pricing policy in the form of a tax or emission trading scheme 
that avoids carbon leakage and rebound effects. Additional policies are 
required that extend beyond R&D to support technology deployment; 
the creation of an enabling environment that includes education and 
awareness raising; and the systematic development of integrative poli-
cies with broader sectors, including agriculture, transportation, water 
management and urban planning. [11.6, 11.7] The policy frameworks 
that induce the most RE investment are those designed to reduce risks 
and enable attractive returns, and to provide stability over a time frame 
relevant to the investment. [11.5] The appropriate and reliable mix of 
instruments is even more important where energy infrastructure is not 
yet developed and energy demand is expected to increase signifi cantly 
in the future. [11.7]
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Glossary, Acronyms, Chemical Symbols and Prefixes

Glossary entries (highlighted in bold) are by preference subjects; a main entry can contain subentries, in bold italic, for example, Final Energy is 
defined under the entry Energy. The Glossary is followed by a list of acronyms/abbreviations, a list of chemical names and symbols, and a list of 
prefixes (international standard units). Some definitions are adapted from C.J. Cleveland and C. Morris, 2006: Dictionary of Energy, Elsevier,  
Amsterdam. Definitions of regions and country groupings are given in Section A.II.6 of Annex II of this report.

Glossary

Adaptation: Initiatives and measures to reduce the vulnerability 
or increase the resilience of natural and human systems to actual or 
expected climate change impacts. Various types of adaptation exist, for 
example, anticipatory and reactive, private and public, and autonomous 
and planned. Examples are raising river or coastal dikes, retreating 
from coastal areas subject to flooding from sea level rise or introduc-
ing alternative temperature-appropriate or drought-adapted crops for 
conventional ones. 

Aerosols: A collection of airborne solid or liquid particles, typically 
between 0.01 and 10 μm in size and residing in the atmosphere for at 
least several hours. Aerosols may be of natural or anthropogenic origin. 
See also black carbon.

Afforestation: Direct human-induced conversion of land that has not 
been forested historically to forested land through planting, seeding 
and/or the human-induced promotion of natural seed sources.1 See also 
deforestation, reforestation, land use.

Annex I countries: The group of countries included in Annex I (as 
amended since Malta was added after that date) to the UNFCCC, 
including developed countries and some countries with economies in 
transition. Under Articles 4.2 (a) and 4.2 (b) of the Convention, Annex I 
countries were encouraged to return individually or jointly to their 1990 
levels of greenhouse gas emissions by 2000. The group is largely similar 
to the Annex B countries to the Kyoto Protocol. By default, the other 
countries are referred to as Non-Annex I countries. See also UNFCCC, 
Kyoto Protocol. 

Annex B countries: This is the subset of Annex I countries that have 
specified greenhouse gas reduction commitments under the Kyoto 
Protocol. The group is largely similar to the Annex I countries to the 
UNFCCC. By default, the other countries are referred to as Non-Annex I 
countries. See also UNFCCC, Kyoto Protocol.

1  For a discussion of the term forest and related terms such as afforestation, reforesta-
tion and deforestation, see IPCC 2000: Land Use, Land-Use Change, and Forestry, A 
Special Report of the IPCC [R.T. Watson, I.A. Noble, B. Bolin, N.H. Ravindranath, D.J. 
Verardo, D.J. Dokken (eds.)], Cambridge University Press, Cambridge, United King-
dom and New York, NY, USA.

Anthropogenic: Related to or resulting from the influence of human 
beings on nature. 

Anthropogenic emissions of greenhouse gases, greenhouse gas 
precursors and aerosols result from burning fossil fuels, deforesta-
tion, land use changes, livestock, fertilization, industrial, commercial 
and other activities that result in a net increase in emissions. 

Availability (of a production plant): The percentage of time a plant is 
ready to produce, measured as uptime to total time (total time = uptime 
+ downtime due to maintenance and outages).

Balancing power/reserves: Due to instantaneous and short-term 
fluctuations in electric loads and uncertain availability of power plants 
there is a constant need for spinning and quick-start generators that 
balance demand and supply at the imposed quality levels for frequency 
and voltage.

Barrier: Any obstacle to developing and deploying a renewable energy 
(RE) potential that can be overcome or attenuated by a policy, pro-
gramme or measure. Barriers to RE deployment are unintentional or 
intentionally constructed impediments made by man (e.g., badly ori-
ented buildings or power grid access criteria that discriminate against 
independent RE generators). Distinct from barriers are issues like intrin-
sically natural properties impeding the application of some RE sources 
at some place or time (e.g., flat land impedes hydropower and night the 
collection of direct solar energy). 

Barrier removal includes correcting market failures directly or 
reducing the transactions costs in the public and private sectors 
by, for example, improving institutional capacity, reducing risk and 
uncertainty, facilitating market transactions and enforcing regula-
tory policies.

Baseline: The reference scenario for measurable quantities from which 
an alternative outcome can be measured, for example, a non-intervention 
scenario is used as a reference in the analysis of intervention scenarios. 
A baseline may be an extrapolation of recent trends, or it may assume 
frozen technology or costs. See also business as usual, models, scenario.
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Benchmark: A measurable variable used as a baseline or reference in 
evaluating the performance of a technology, a system or an organiza-
tion. Benchmarks may be drawn from internal experience, from external 
correspondences or from legal requirements and are often used to 
gauge changes in performance over time.

Biodiversity: The variability among living organisms from all sources 
including, inter alia, terrestrial, marine and other aquatic ecosystems 
and the ecological complexes of which they are part; this includes diver-
sity within species, among species and of ecosystems.

Bioenergy: Energy derived from any form of biomass. 

Biofuel: Any liquid, gaseous or solid fuel produced from biomass, for 
example, soybean oil, alcohol from fermented sugar, black liquor from 
the paper manufacturing process, wood as fuel, etc. Traditional biofuels 
include wood, dung, grass and agricultural residues. 

First-generation manufactured biofuel is derived from grains, 
oilseeds, animal fats and waste vegetable oils with mature conver-
sion technologies. 

Second-generation biofuel uses non-traditional biochemical and 
thermochemical conversion processes and feedstock mostly derived 
from the lignocellulosic fractions of, for example, agricultural and 
forestry residues, municipal solid waste, etc. 

Third-generation biofuel would be derived from feedstocks like 
algae and energy crops by advanced processes still under devel-
opment. These second- and third-generation biofuels produced 
through new processes are also referred to as next-generation or 
advanced biofuels or advanced biofuel technologies.

Biomass: Material of biological origin (plants or animal matter), exclud-
ing material embedded in geological formations and transformed to 
fossil fuels or peat. The International Energy Agency (World Energy 
Outlook 2010) defines traditional biomass as biomass consumption 
in the residential sector in developing countries that refers to the often 
unsustainable use of wood, charcoal, agricultural residues and animal 
dung for cooking and heating. All other biomass use is defined as mod-
ern biomass, differentiated further by this report into two groups. 

Modern bioenergy encompasses electricity generation and com-
bined heat and power (CHP) from biomass and municipal solid 
waste (MSW), biogas, residential space and hot water in buildings 
and commercial applications from biomass, MSW, and biogas, and 
liquid transport fuels. 

Industrial bioenergy applications include heating through steam 
generation and self generation of electricity and CHP in the pulp and 
paper industry, forest products, food and related industries. 

Black carbon: Operationally defined aerosol species based on mea-
surement of light absorption and chemical reactivity and/or thermal 
stability; consists of soot, charcoal and/or light-absorbing refractory 
organic matter.

Business as usual (BAU): The future is projected or predicted on the 
assumption that operating conditions and applied policies remain what 
they are at present. See also baseline, models, scenario.

Capacity: In general, the facility to produce, perform, deploy or contain. 

Generation capacity of a renewable energy installation is the 
maximum power, that is, the maximum quantity of energy delivered 
per unit of time. 

Capacity credit is the share of the capacity of a renewable energy 
unit counted as guaranteed available during particular time peri-
ods and accepted as a ‘firm’ contribution to total system generation 
capacity. 

Capacity factor is the ratio of the actual output of a generating 
unit over a period of time (typically a year) to the theoretical output 
that would be produced if the unit were operating uninterruptedly 
at its nameplate capacity during the same period of time. Also 
known as rated capacity or nominal capacity, nameplate capacity 
is the facility’s intended output level for a sustained period under 
normal circumstances. 

Capacity building: In the context of climate change policies, the devel-
opment of technical skills and institutional capability (the art of doing) 
and capacity (sufficient means) of countries to enable their participation 
in all aspects of adaptation to, mitigation of and research on climate 
change. See also mitigation capacity.

Carbon cycle: Describes the flow of carbon (in various forms, e.g., car-
bon dioxide, methane, etc) through the atmosphere, oceans, terrestrial 
biosphere and lithosphere.

Carbon dioxide (CO
2): CO2 is a naturally occurring gas and a by-product 

of burning fossil fuels or biomass, of land use changes and of industrial 
processes. It is the principal anthropogenic greenhouse gas that affects 
Earth’s radiative balance. It is the reference gas against which other 
greenhouse gases are measured and therefore it has a global warming 
potential of 1.

Carbon dioxide capture and storage (CCS): CO2 from industrial and 
energy-related sources is separated, compressed and transported to a 
storage location for long-term isolation from the atmosphere.

Cellulose: The principal chemical constituent of the cell walls of 
plants and the source of fibrous materials for the manufacturing of 
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various goods like paper, rayon, cellophane, etc. It is the main input for 
manufacturing second-generation biofuels. 

Clean Development Mechanism (CDM): A mechanism under the 
Kyoto Protocol through which developed (Annex B) countries may 
finance greenhouse gas emission reduction or removal projects in devel-
oping (Non-Annex B) countries, and receive credits for doing so which 
they may apply for meeting mandatory limits on their own emissions.

Climate Change: Climate change refers to a change in the state of the 
climate that can be identified (e.g. using statistical tests) by changes in 
the mean and/or the variability of these properties and that persists for 
an extended period, typically decades or longer. Climate change may be 
due to natural internal processes or external forcings, or to persistent 
anthropogenic changes in the composition of the atmosphere or in land 
use. Note that Article 1 of the UNFCCC defines ‘climate change’ as “a 
change of climate which is attributed directly or indirectly to human 
activity that alters the composition of the global atmosphere and which 
is in addition to natural climate variability observed over comparable 
time periods”. The UNFCCC thus makes a distinction between ‘climate 
change’ attributable to human activities altering atmospheric composi-
tion, and ‘climate variability’ attributable to natural causes.

CO2-equivalent emission (CO2eq): The amount of CO2 emission that 
would cause the same radiative forcing as an emitted amount of a 
greenhouse gas or of a mixture of greenhouse gases, all multiplied by 
their respective global warming potentials, which take into account the 
differing times they remain in the atmosphere. See also global warming 
potential.

Co-benefits: The ancillary benefits of targeted policies that accrue to 
non-targeted, valuable objectives, for example, a wider use of renewable 
energy may also reduce air pollutants while lowering CO2 emissions. 
Different definitions exist in the literature with co-benefits either 
being addressed intentionally (character of an opportunity) or gained 
unintentionally (character of a windfall profit). The term co-impact is 
more generic in covering both benefits and costs. See also drivers and 
opportunities.

Cogeneration: At thermal electricity generation plants otherwise 
wasted heat is utilized. The heat from steam turbines or hot flue gases 
exhausted from gas turbines may be used for industrial purposes, 
heating water or buildings or for district heating. Also referred to as 
combined heat and power (CHP).

Combined-cycle gas turbine (CCGT): A power plant that combines 
two processes for generating electricity. First, gas or light fuel oil feeds a 
gas turbine that exhausts hot flue gases (> 600°C). Second, heat recov-
ered from these gases, with additional firing, is the source for producing 
steam that drives a steam turbine. The turbines rotate separate alterna-
tors. It becomes an integrated CCGT when the fuel is syngas from 

a coal or biomass gasification reactor with exchange of energy flows 
between the gasification and CCGT plants.

Compliance: Compliance is whether and to what extent countries 
adhere to the provisions of an accord or individuals or firms adhere to 
regulations. Compliance depends on implementing policies ordered, and 
on whether measures follow up the policies.

Conversion: Energy shows itself in numerous ways, with transforma-
tions from one type to another called energy conversions. For example, 
kinetic energy in wind flows is captured as rotating shaft work further 
converted to electricity; solar light is converted into electricity by photo-
voltaic cells. Also, electric currents of given characteristics (e.g., direct/
alternating, voltage level) are converted to currents with other charac-
teristics. A converter is the equipment used to realize the conversion.

Cost: The consumption of resources such as labour time, capital, mate-
rials, fuels, etc. as the consequence of an action. In economics, all 
resources are valued at their opportunity cost, which is the value of 
the most valuable alternative use of the resources. Costs are defined in 
a variety of ways and under a variety of assumptions that affect their 
value. The negative of costs are benefits and often both are considered 
together, for example, net cost is the difference between gross costs and 
benefits. 

Private costs are carried by individuals, companies or other entities 
that undertake the action. 

Social costs include additionally the external costs for the envi-
ronment and for society as a whole, for example, damage costs 
of impacts on ecosystems, economies and people due to climate 
change. 

Total cost includes all costs due to a specific activity; average 
(unit, specific) cost is total costs divided by the number of units 
generated; marginal or incremental cost is the cost of the last 
additional unit. 

Project costs of a renewable energy project include investment 
cost (costs, discounted to the starting year of the project, of mak-
ing the renewable energy device ready to commence production); 
operation and maintenance (O&M) costs (which occur during 
operation of the renewable energy facility); and decommissioning 
costs (which occur once the device has ceased production to restore 
the state of the site of production).

Lifecycle costs include all of the above discounted to the starting 
year of a project. 

Levelized cost of energy (see Annex II) is the unique cost price of 
the outputs (US cent/kWh or USD/GJ) of a project that makes the 
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present value of the revenues (benefits) equal to the present value 
of the costs over the lifetime of the project. See also discounting and 
present value.

There are many more categories of costs labelled with names that are 
often unclear and confusing, for example, installation costs may refer to 
the hardware equipment installed, or to the activities to put the equip-
ment in place.

Cost–benefit analysis: Monetary measurement of all negative and 
positive impacts associated with a given action. Costs and benefits are 
compared in terms of their difference and/or ratio as an indicator of how 
a given investment or other policy effort pays off seen from the society’s 
point of view.

Cost-effectiveness analysis: A reduction of cost–benefit analysis in 
which all the costs of a portfolio of projects are assessed in relation to 
a fixed policy goal. The policy goal in this case represents the benefits 
of the projects and all the other impacts are measured as costs or as 
negative costs (benefits). The policy goal can be, for example, realizing 
particular renewable energy potentials.

Deforestation: The natural or anthropogenic process that converts for-
est land to non-forest. See also afforestation, reforestation and land use.

Demand-side management: Policies and programmes for influencing 
the demand for goods and/or services. In the energy sector, demand-
side management aims at reducing the demand for electricity and other 
forms of energy required to deliver energy services.

Density: Quantity or mass per unit volume, unit area or unit length. 

Energy density is the amount of energy per unit volume or mass 
(for example, the heating value of a litre of oil). 

Power density is typically understood as the capacity deliverable 
of solar, wind, biomass, hydropower or ocean power per unit area 
(watts/m2). For batteries the capacity per unit weight (watts/kg) is 
used.

Direct solar energy - See solar energy

Discounting: A mathematical operation making monetary (or other) 
amounts received or expended at different points in time (years) com-
parable across time (see Annex II). The operator uses a fixed or possibly 
time-varying discount rate (>0) from year to year that makes future 
value worth less today. A descriptive discounting approach accepts 
the discount rates that people (savers and investors) actually apply in 
their day-to-day decisions (private discount rate). In a prescriptive 
(ethical or normative) discounting approach, the discount rate is 
fixed from a social perspective, for example, based on an ethical judge-
ment about the interests of future generations (social discount rate). 

In this report, potentials of renewable energy supplies are assessed 
using discount rates of 3, 7 and 10%.

Dispatch (power dispatching / dispatchable): Electrical power sys-
tems that consist of many power supply units and grids are governed 
by system operators. They allow generators to supply power to the sys-
tem for balancing demand and supply in a reliable and economical way. 
Generation units are fully dispatchable when they can be loaded from 
zero to their nameplate capacity without significant delay. Not fully 
dispatchable are variable renewable sources that depend on natural 
currents, but also large-scale thermal plants with shallow ramping rates 
in changing their output. See also balancing, capacity, grid. 

District heating (DH): Hot water (steam in old systems) is distributed 
from central stations to buildings and industries in a densely occupied 
area (a district, a city or an industrialized area). The insulated two-pipe 
network functions like a water-based central heating system in a build-
ing. The central heat sources can be waste heat recovery from industrial 
processes, waste incineration plants, geothermal sources, cogeneration 
power plants or stand-alone boilers burning fossil fuels or biomass. 
More and more DH systems also provide cooling via cold water or slur-
ries (district heating and cooling - DHC).

Drivers: In a policy context, drivers provide an impetus and direction 
for initiating and supporting policy actions. The deployment of renew-
able energy is, for example, driven by concerns about climate change 
or energy security. In a more general sense, a driver is the leverage to 
bring about a reaction, for example, emissions are caused by fossil fuel 
consumption and/or economic growth. See also opportunities.

Economies of scale (scale economies):  The unit cost of an activ-
ity declines when the activity is extended, for example, more units are 
produced.

Ecosystem: An open system of living organisms, interacting with 
each other and with their abiotic environment, that is capable of self-
regulation to a certain degree. Depending on the focus of interest or 
study the extent of an ecosystem may range from very small spatial 
scales to the entire planet.

Electricity: The flow of passing charge through a conductor, driven by 
a difference in voltage between the ends of the conductor. Electrical 
power is generated by work from heat in a gas or steam turbine or from 
wind, oceans or falling water, or produced directly from sunlight using a 
photovoltaic device or chemically in a fuel cell. Being a current, electric-
ity cannot be stored and requires wires and cables for its transmission 
(see grid). Because electric current flows immediately, the demand for 
electricity must be matched by production in real time.

Emissions: Direct emissions are released and attributed at points in 
a specific renewable energy chain, whether a sector, a technology or an 
activity. For example, methane emissions from decomposing submerged 
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organic materials in hydropower reservoirs, or the release of CO2 dis-
solved in hot water from geothermal plants, or CO2 from biomass 
combustion. Indirect emissions are due to activities outside the con-
sidered renewable energy chain but which are required to realize the 
renewable energy deployment. For example, emissions from increased 
production of fertilizers used in the cultivation of biofuel crops or emis-
sions from displaced crop production or deforestation as the result of 
biofuel crops. Avoided emissions are emission reductions arising from 
mitigation measures like renewable energy deployment.

Emission factor: An emission factor is the rate of emission per unit of 
activity, output or input.

Emissions trading: A market-based instrument to reduce greenhouse 
gas or other emissions. The environmental objective or sum of total 
allowed emissions is expressed as an emissions cap. The cap is divided 
in tradable emission permits that are allocated—either by auctioning or 
handing out for free (grandfathering)—to entities within the jurisdiction 
of the trading scheme. Entities need to surrender emission permits equal 
to the amount of their emissions (e.g., tonnes of CO2 ). An entity may 
sell excess permits. Trading schemes may occur at the intra-company, 
domestic or international level and may apply to CO2 , other greenhouse 
gases or other substances. Emissions trading is also one of the mecha-
nisms under the Kyoto Protocol.

Energy: The amount of work or heat delivered. Energy is classified in 
a variety of types and becomes available to human ends when it flows 
from one place to another or is converted from one type into another. 
Daily, the sun supplies large flows of radiation energy. Part of that 
energy is used directly, while part undergoes several conversions cre-
ating water evaporation, winds, etc. Some share is stored in biomass 
or rivers that can be harvested. Some share is directly usable such as 
daylight, ventilation or ambient heat. 

Primary energy (also referred to as energy sources) is the energy 
embodied in natural resources (e.g., coal, crude oil, natural gas, ura-
nium, and renewable sources). It is defined in several alternative 
ways. The International Energy Agency utilizes the physical energy 
content method, which defines primary energy as energy that has 
not undergone any anthropogenic conversion. The method used 
in this report is the direct equivalent method (see Annex II), which 
counts one unit of secondary energy provided from non-combustible 
sources as one unit of primary energy, but treats combustion energy 
as the energy potential contained in fuels prior to treatment or 
combustion. Primary energy is transformed into secondary energy 
by cleaning (natural gas), refining (crude oil to oil products) or by 
conversion into electricity or heat. When the secondary energy is 
delivered at the end-use facilities it is called final energy (e.g., 
electricity at the wall outlet), where it becomes usable energy in 
supplying services (e.g., light). 

Embodied energy is the energy used to produce a material sub-
stance (such as processed metals or building materials), taking 
into account energy used at the manufacturing facility (zero order), 
energy used in producing the materials that are used in the manu-
facturing facility (first order), and so on. 

Renewable energy (RE) is any form of energy from solar, geophysi-
cal or biological sources that is replenished by natural processes at 
a rate that equals or exceeds its rate of use. Renewable energy is 
obtained from the continuing or repetitive flows of energy occurring 
in the natural environment and includes low-carbon technologies 
such as solar energy, hydropower, wind, tide and waves and ocean 
thermal energy, as well as renewable fuels such as biomass. For a 
more detailed description see specific renewable energy types in 
this glossary, for example, biomass, solar, hydropower, ocean, geo-
thermal and wind. 

Energy access: People are provided the ability to benefit from afford-
able, clean and reliable energy services for basic human needs (cooking 
and heating, lighting, communication, mobility) and productive uses.

Energy carrier: A substance for delivering mechanical work or transfer 
of heat. Examples of energy carriers include: solid, liquid or gaseous 
fuels (e.g., biomass, coal, oil, natural gas, hydrogen); pressurized/heated/
cooled fluids (air, water, steam); and electric current.

Energy efficiency: The ratio of useful energy or other useful physical 
outputs obtained from a system, conversion process, transmission or 
storage activity to the input of energy (measured as kWh/kWh, tonnes/
kWh or any other physical measure of useful output like tonne-km trans-
ported, etc.). Energy efficiency is a component of energy intensity.

Energy intensity: The ratio of energy inputs (in Joules) to the economic 
output (in dollars) that absorbed the energy input. Energy intensity 
is the reciprocal of energy productivity. At the national level, energy 
intensity is the ratio of total domestic primary (or final) energy use to 
gross domestic product (GDP). The energy intensity of an economy is 
the weighted sum of the energy intensities of particular activities with 
the activities’ shares in GDP as weights. Energy intensities are obtained 
from available statistics (International Energy Agency, International 
Monetary Fund) and published annually for most countries in the world. 
Energy intensity is also used as a name for the ratio of energy inputs to 
output or performance in physical terms (e.g., tonnes of steel output, 
tonne-km transported, etc.) and in such cases, is the reciprocal of energy 
efficiency.

Energy productivity: The reciprocal of energy intensity.

Energy savings: Decreasing energy intensity by changing the activities 
that demand energy inputs. Energy savings can be realized by techni-
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cal, organizational, institutional and structural actions and by changed 
behaviour.

Energy security: The goal of a given country, or the global community 
as a whole, to maintain an adequate energy supply. Measures encom-
pass safeguarding access to energy resources; enabling development 
and deployment of technologies; building sufficient infrastructure to 
generate, store and transmit energy supplies; ensuring enforceable con-
tracts of delivery; and access to energy at affordable prices for a specific 
society or groups in society.

Energy services: Energy services are the tasks to be performed using 
energy. A specific energy service such as lighting may be supplied by a 
number of different means from daylighting to oil lamps to incandescent, 
fluorescent or light-emitting diode devices. The amount of energy used 
to provide a service may vary over a factor of 10 or more, and the cor-
responding greenhouse gas emissions may vary from zero to a very high 
value depending on the source of energy and the type of end-use device.

Energy transfer: Energy is transferred as work, light or heat. Heat 
transfer spontaneously occurs from objects at higher temperature to 
objects at lower temperature and is classified as conduction (when the 
objects have contact), convection (when a fluid like air or water takes 
the heat from the warmer object and is moved to the colder object to 
deliver the heat) and radiation (when heat travels through space in the 
form of electromagnetic waves).

Externality / external cost / external benefit: Externalities arise from 
a human activity, when agents responsible for the activity do not take 
full account of the activity’s impact on others’ production and consump-
tion possibilities, and no compensation exists for such impacts. When 
the impact is negative, they are external costs. When positive they are 
referred to as external benefits.

Feed-in tariff: The price per unit of electricity that a utility or power 
supplier has to pay for distributed or renewable electricity fed into the 
grid by non-utility generators. A public authority regulates the tariff. 
There may also be a tariff for supporting renewable heat supplies.

Financing: Raising or providing money or capital by individuals, busi-
nesses, banks, venture funds, public instances, etc. for realizing a project 
or continuing an activity. Depending on the financier the money is raised 
and is provided differently. For example, businesses may raise money 
from internal company profits, debt or equity (shares). 

Project financing of renewable energy may be provided by finan-
ciers to distinct, single-purpose companies, whose renewable energy 
sales are usually guaranteed by power purchase agreements. 

Non-recourse financing is known as off-balance sheet since the 
financiers rely on the certainty of project cash flows to pay back the 
loan, not on the creditworthiness of the project developer. 

Public equity financing is capital provided for publicly listed 
companies. 

Private equity financing is capital provided directly to private 
companies. 

Corporate financing by banks via debt obligations uses ‘on-
balance sheet’ assets as collateral and is therefore limited by the 
debt ratio of companies that must rationalize each additional loan 
with other capital needs.

Fiscal incentive: Actors (individuals, households, companies) are 
granted a reduction of their contribution to the public treasury via 
income or other taxes.

Fuel cell: A fuel cell generates electricity in a direct and continuous way 
from the controlled electrochemical reaction of hydrogen or another fuel 
and oxygen. With hydrogen as fuel it emits only water and heat (no CO2) 
and the heat can be utilized (see cogeneration).

General equilibrium models: General equilibrium models consider 
simultaneously all the markets and feedback effects among them in an 
economy leading to market clearance. 

Generation control: Generation of electricity at a renewable energy 
plant may be subject to various controls. 

Active control is a deliberate intervention in the functioning of 
a system (for example, wind turbine pitch control: changing the 
orientation of the blades for varying a wind turbine’s output). 

Passive control is when natural forces adjust the functioning of a 
system (for example, wind turbine stall control: the design of the 
blade shape such that at a desired speed the blade spills the wind in 
order to automatically control the wind turbine’s output).

Geothermal energy: Accessible thermal energy stored in the Earth’s 
interior, in both rock and trapped steam or liquid water (hydrothermal 
resources), which may be used to generate electric energy in a thermal 
power plant, or to supply heat to any process requiring it. The main 
sources of geothermal energy are the residual energy available from 
planet formation and the energy continuously generated from radionu-
clide decay.

Geothermal gradient: Rate at which the Earth’s temperature increases 
with depth, indicating heat flowing from the Earth’s warm interior to its 
colder parts. 

Global warming potential (GWP): GWP is an index, based upon 
radiative properties of well-mixed greenhouse gases, measuring the 
radiative forcing of a unit mass of a given well-mixed greenhouse gas 
in today’s atmosphere integrated over a chosen time horizon, relative 
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to that of CO2. The GWP represents the combined effect of the differing 
lengths of time that these gases remain in the atmosphere and their relative 
effectiveness in absorbing outgoing infrared radiation. The Kyoto Protocol 
ranks greenhouse gases on the basis of GWPs from single pulse emissions 
over subsequent 100-year time frames. See also climate change and CO2-
equivalent emission.

Governance: Governance is a comprehensive and inclusive concept of 
the full range of means for deciding, managing and implementing poli-
cies and measures. Whereas government is defined strictly in terms of the 
nation-state, the more inclusive concept of governance, recognizes the con-
tributions of various levels of government (global, international, regional, 
local) and the contributing roles of the private sector, of nongovernmental 
actors and of civil society to addressing the many types of issues facing the 
global community.

Greenhouse gases (GHGs): Greenhouse gases are those gaseous constit-
uents of the atmosphere, both natural and anthropogenic, that absorb and 
emit radiation at specific wavelengths within the spectrum of thermal infra-
red radiation emitted by the Earth’s surface, the atmosphere and clouds. 
This property causes the greenhouse effect. Water vapour (H2O), carbon 
dioxide (CO2 ), nitrous oxide (N2O), methane (CH4 ) and ozone (O3) are the 
primary greenhouse gases in the Earth’s atmosphere. Moreover, there are a 
number of entirely human-made greenhouse gases in the atmosphere, such 
as the halocarbons and other chlorine- and bromine-containing substances, 
dealt with under the Montreal Protocol. Besides CO2 , N2O and CH4 , the 
Kyoto Protocol deals with the greenhouse gases sulphur hexafluoride (SF6 ), 
hydrofluorocarbons (HFCs) and perfluorocarbons (PFCs).

Grid (electric grid, electricity grid, power grid): A network consisting of 
wires, switches and transformers to transmit electricity from power sources 
to power users. A large network is layered from low-voltage (110-240 V) 
distribution, over intermediate voltage (1-50 kV) to high-voltage (above 50 
kV to MV) transport subsystems. Interconnected grids cover large areas up 
to continents. The grid is a power exchange platform enhancing supply reli-
ability and economies of scale. 

Grid connection for a power producer is mostly crucial for economical 
operation. 

Grid codes are technical conditions for equipment and operation that 
a power producer must obey for getting supply access to the grid; also 
consumer connections must respect technical rules. 

Grid access refers to the acceptance of power producers to deliver to 
the grid. 

Grid integration accommodates power production from a portfolio 
of diverse and some variable generation sources in a balanced power 
system. See also transmission and distribution.

Gross Domestic Product (GDP): The sum of gross value added, at pur-
chasers’ prices, by all resident and non-resident producers in the economy, 
plus any taxes and minus any subsidies not included in the value of the 
products in a country or a geographic region for a given period, normally 
one year. It is calculated without deducting for depreciation of fabricated 
assets or depletion and degradation of natural resources.

Heat exchanger: Devices for efficient heat transfer from one medium 
to another without mixing the hot and cold flows, for example, radiators, 
boilers, steam generators, condensers.

Heat pump: Installation that transfers heat from a colder to a hotter 
place, opposite to the natural direction of heat flows (see energy transfer). 
Technically similar to a refrigerator, heat pumps are used to extract heat 
from ambient environments like the ground (geothermal or ground 
source), water or air. Heat pumps can be inverted to provide cooling in 
summer.

Human Development Index (HDI): The HDI allows the assessment of 
countries’ progress regarding social and economic development as a 
composite index of three indicators: 1) health measured by life expec-
tancy at birth; 2) knowledge as measured by a combination of the adult 
literacy rate and the combined primary, secondary and tertiary school 
enrolment ratio; and 3) standard of living as gross domestic product per 
capita (in purchasing power parity). The HDI only acts as a broad proxy 
for some of the key issues of human development; for instance, it does 
not reflect issues such as political participation or gender inequalities.

Hybrid vehicle: Any vehicle that employs two sources of propulsion, 
most commonly a vehicle that combines an internal combustion engine 
with an electric motor and storage batteries.

Hydropower: The energy of water moving from higher to lower eleva-
tions that is converted into mechanical energy through a turbine or other 
device that is either used directly for mechanical work or more commonly 
to operate a generator that produces electricity. The term is also used to 
describe the kinetic energy of stream flow that may also be converted 
into mechanical energy of a generator through an in-stream turbine to 
produce electricity.

Informal sector/economy: The informal sector/economy is broadly 
characterized as comprising production units that operate at a small 
scale and at a low level of organization, with little or no division between 
labour and capital as factors of production, and with the primary objec-
tive of generating income and employment for the persons concerned. 
The economic activity of the informal sector is not accounted for in deter-
mining sectoral or national economic activity.

Institution: A structure, a mechanism of social order or cooperation, 
which governs the behaviour of a group of individuals within a human 
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community. Institutions are intended to be functionally relevant for an 
extended period, able to help transcend individual interests and help 
govern cooperative human behaviour. The term can be extended to also 
cover regulations, technology standards, certification and the like.

Integrated assessment: A method of analysis that combines results 
and models from the physical, biological, economic and social sciences, 
and the interactions between these components in a consistent frame-
work to evaluate the status and the consequences of environmental 
change and the policy responses to it. See also models.

Kyoto Protocol: The Kyoto Protocol to the UNFCCC was adopted at 
the Third Session of the Conference of the Parties in 1997 in Kyoto. It 
contains legally binding commitments, in addition to those included in 
the UNFCCC. Annex B countries agreed to reduce their anthropogenic 
greenhouse gas emissions (CO2, methane, nitrous oxide, hydrofluorocar-
bons, perfluorocarbons and sulphur hexafluoride) by at least 5% below 
1990 levels in the commitment period 2008 to 2012. The Kyoto Protocol 
came into force on 16 February 2005. See also UNFCCC.

Land use (change; direct and indirect): The total of arrangements, 
activities and inputs undertaken in a certain land cover type. The social 
and economic purposes for which land is managed (e.g., grazing, timber 
extraction and conservation). 

Land use change occurs whenever land is transformed from one 
use to another, for example, from forest to agricultural land or to 
urban areas. Since different land types have different carbon stor-
age potential (e.g., higher for forests than for agricultural or urban 
areas), land use changes may lead to net emissions or to carbon 
uptake. 

Indirect land use change refers to market-mediated or policy-
driven shifts in land use that cannot be directly attributed to land 
use management decisions of individuals or groups. For example, if 
agricultural land is diverted to fuel production, forest clearance may 
occur elsewhere to replace the former agricultural production. See 
also afforestation, deforestation and reforestation.

Landfill: A solid waste disposal site where waste is deposited below, at 
or above ground level. Limited to engineered sites with cover materials, 
controlled placement of waste and management of liquids and gases. It 
excludes uncontrolled waste disposal. Landfills often release methane, 
CO2 and other gases as organic materials decay.

Leapfrogging: The ability of developing countries to bypass interme-
diate technologies and jump straight to advanced clean technologies. 
Leapfrogging can enable developing countries to move to a low-emissions 
development trajectory.

Learning curve / rate: Decreasing cost-prices of renewable energy sup-
plies shown as a function of increasing (total or yearly) supplies. Learning 

improves technologies and processes over time due to experience, as pro-
duction increases and/or with increasing research and development. The 
learning rate is the percent decrease of the cost-price for every doubling 
of the cumulative supplies (also called progress ratio).

Levelized cost of energy – See Cost.

Lifecycle analysis (LCA): LCA aims to compare the full range of environ-
mental damages of any given product, technology, or service (see Annex II). 
LCA usually includes raw material input, energy requirements, and waste 
and emissions production. This includes operation of the technology/facility/
product as well as all upstream processes (i.e., those occurring prior to when 
the technology/facility/product commences operation) and downstream 
processes (i.e., those occurring after the useful lifetime of the technology/
facility/product), as in the ‘cradle to grave’ approach.

Load (electrical): The demand for electricity by (thousands to millions) 
power users at the same moment aggregated and raised by the losses in 
transport and delivery, and to be supplied by the integrated power supply 
system. 

Load levelling reduces the amplitude of the load fluctuations over 
time. 

Load shedding occurs when available generation or transmission 
capacity is insufficient to meet the aggregated loads. 

Peak load is the maximum load observed over a given period of time 
(day, week, year) and of short duration. 

Base load is power continuously demanded over the period.

Loans: Loans are money that public or private lenders provide to bor-
rowers mandated to pay back the nominal sum increased with interest 
payments. 

Soft loans (also called soft financing or concessional funding) offer 
flexible or lenient terms for repayment, usually at lower than market 
interest rates or no interest. Soft loans are provided customarily by 
government agencies and not by financial institutions. 

Convertible loans entitle the lender to convert the loan to common 
or preferred stock (ordinary or preference shares) at a specified con-
version rate and within a specified time frame. 

Lock-in: Technologies that cover large market shares continue to be used 
due to factors such as sunk investment costs, related infrastructure devel-
opment, use of complementary technologies and associated social and 
institutional habits and structures. 

Carbon lock-in means that the established technologies and prac-
tices are carbon intensive.
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Low-carbon technology: A technology that over its lifecycle causes 
very low to zero CO2eq emissions. See emissions.

Market failure: When private decisions are based on market prices that 
do not reflect the real scarcity of goods and services, they do not gener-
ate an efficient allocation of resources but cause welfare losses. Factors 
causing market prices to deviate from real economic scarcity are envi-
ronmental externalities, public goods and monopoly power.

Measures: In climate policy, measures are technologies, processes or 
practices that reduce greenhouse gas emissions or impacts below antici-
pated future levels, for example renewable energy technologies, waste 
minimization processes, public transport commuting practices, etc. See 
also policies.

Merit order (of power plants): Ranking of all available power gener-
ating units in an integrated power system, being the sequence of their 
short-run marginal cost per kWh starting with the cheapest for deliver-
ing electricity to the grid.

Millennium Development Goals (MDG): A set of eight time-bound 
and measurable goals for combating poverty, hunger, disease, illiteracy, 
discrimination against women and environmental degradation. These 
were agreed to at the UN Millennium Summit in 2000 together with an 
action plan to reach these goals.

Mitigation: Technological change and changes in activities that reduce 
resource inputs and emissions per unit of output. Although several 
social, economic and technological policies would produce an emission 
reduction, with respect to climate change, mitigation means implement-
ing policies to reduce greenhouse gas emissions and enhance sinks. 
Renewable energy deployment is a mitigation option when avoided 
greenhouse gas emissions exceed the sum of direct and indirect emis-
sions (see emissions). 

Mitigation capacity is a country’s ability to reduce anthropogenic 
greenhouse gas emissions or to enhance natural sinks, where ability 
refers to skills, competencies, fitness and proficiencies that a coun-
try has attained and depends on technology, institutions, wealth, 
equity, infrastructure and information. Mitigation capacity is rooted 
in a country’s sustainable development path.

Models: Models are structured imitations of a system’s attributes 
and mechanisms to mimic appearance or functioning of systems, for 
example, the climate, the economy of a country, or a crop. Mathematical 
models assemble (many) variables and relations (often in a computer 
code) to simulate system functioning and performance for variations in 
parameters and inputs. 

Bottom-up models aggregate technological, engineering and cost 
details of specific activities and processes. 

Top-down models apply macroeconomic theory, econometric and 
optimization techniques to aggregate economic variables, like total 
consumption, prices, incomes and factor costs. 

Hybrid models integrate bottom-up and top-down models to some 
degree.

Non-Annex I countries – See Annex I countries.

Non-Annex B countries – See Annex B countries.

Ocean energy: Energy obtained from the ocean via waves, tidal ranges, 
tidal and ocean currents, and thermal and saline gradients (note: sub-
marine geothermal energy is covered under geothermal energy and 
marine biomass is covered under biomass energy).

Offset (in climate policy): A unit of CO
2-equivalent (CO2eq) that is 

reduced, avoided or sequestered to compensate for emissions occurring 
elsewhere.

Opportunities: In general: conditions that allow for advancement, 
progress or profit. In the policy context, circumstances for action with 
the attribute of a chance character. For example, the anticipation of 
additional benefits that may go along with the deployment of renew-
able energy (enhanced energy access and energy security, reduced local 
air pollution) but are not intentionally targeted. See also co-benefits and 
drivers.

Path dependence: Outcomes of a process are conditioned by previ-
ous decisions, events and outcomes, rather than only by current actions. 
Choices based on transitory conditions can exert a persistent impact 
long after those conditions have changed. 

Payback: Mostly used in investment appraisal as financial payback, 
which is the time needed to repay the initial investment by the returns of 
a project. A payback gap exists when, for example, private investors and 
micro-financing schemes require higher profitability rates from renew-
able energy projects than from fossil-fired ones. Imposing an x-times 
higher financial return on renewable energy investments is equivalent 
to imposing an x-times higher technical performance hurdle on delivery 
by novel renewable solutions compared to incumbent energy expansion. 
Energy payback is the time an energy project needs to deliver as much 
energy as had been used for setting the project online. Carbon pay-
back is the time a renewable energy project needs to deliver as much 
net greenhouse gas savings (with respect to the fossil reference energy 
system) as its realization has caused greenhouse gas emissions from a 
perspective of lifecycle analysis (including land use changes and loss of 
terrestrial carbon stocks).

Photosynthesis: The production of carbohydrates in plants, algae and 
some bacteria using the energy of light. CO2 is used as the carbon source.
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Photovoltaics (PV): The technology of converting light energy directly 
into electricity by mobilizing electrons in solid state devices. The spe-
cially prepared thin sheet semiconductors are called PV cells. See solar 
energy.

Policies: Policies are taken and/or mandated by a government—often 
in conjunction with business and industry within a single country, or col-
lectively with other countries—to accelerate mitigation and adaptation 
measures. Examples of policies are support mechanisms for renewable 
energy supplies, carbon or energy taxes, fuel efficiency standards for 
automobiles, etc. 

Common and co-ordinated or harmonized policies refer to 
those adopted jointly by parties. See also measures.

Policy criteria: General: a standard on which a judgment or decision 
may be based. In the context of policies and policy instruments to sup-
port renewable energy, four inclusive criteria are common: 

Effectiveness (efficacy) is the extent to which intended objectives 
are met, for instance the actual increase in the output of renewable 
electricity generated or shares of renewable energy in total energy 
supplies within a specified time period. Beyond quantitative targets, 
this may include factors such as achieved degrees of technological 
diversity (promotion of different renewable energy technologies) or 
of spatial diversity (geographical distribution of renewable energy 
supplies).

Efficiency is the ratio of outcomes to inputs, for example, renew-
able energy targets realized for economic resources spent, mostly 
measured at one point of time (static efficiency), also called cost-
effectiveness. Dynamic efficiency adds a future time dimension by 
including how much innovation is triggered to improve the ratio of 
outcomes to inputs. 

Equity covers the incidence and distributional consequences of a 
policy, including fairness, justice and respect for the rights of indig-
enous peoples. The equity criterion looks at the distribution of costs 
and benefits of a policy and at the inclusion and participation of 
wide ranges of different stakeholders (e.g., local populations, inde-
pendent power producers).

Institutional feasibility is the extent to which a policy or policy 
instrument is seen as legitimate, able to gain acceptance, and able 
to be adopted and implemented. It covers administrative feasi-
bility when compatible with the available information base and 
administrative capacity, legal structure and economic realities. 
Political feasibility needs acceptance and support by stakeholders, 
organizations and constituencies, and compatibility with prevailing 
cultures and traditions. 

Polluter pays principle: In 1972 the OECD agreed that polluters should 
pay the costs of abating the own environmental pollution, for example 
by installation of filters, sanitation plants and other add-on techniques. 
This is the narrow definition. The extended definition is when polluters 
would additionally pay for the damage caused by their residual pollution 
(eventually also historical pollution). Another extension is the precau-
tionary polluter pays principle where potential polluters are mandated 
to take insurance or preventive measures for pollution that may occur in 
the future. The acronym PPP has also other meanings, such as Preventing 
Pollution Pays-off, Public Private Partnership, or Purchasing Power Parity.

Portfolio analysis: Examination of a collection of assets or policies that 
are characterized by different risks and payoffs. The objective function is 
built up around the variability of returns and their risks, leading up to the 
decision rule to choose the portfolio with highest expected return.

Potential: Several levels of renewable energy supply potentials can be 
identified, although every level may span a broad range. In this report, 
resource potential encompasses all levels for a specific renewable 
energy resource.

Market potential is the amount of renewable energy output 
expected to occur under forecast market conditions, shaped by pri-
vate economic agents and regulated by public authorities. Private 
economic agents realize private objectives within given, perceived 
and expected conditions. Market potentials are based on expected 
private revenues and expenditures, calculated at private prices 
(incorporating subsidies, levies and rents) and with private discount 
rates. The private context is partly shaped by public authority policies.

Economic potential is the amount of renewable energy output 
projected when all social costs and benefits related to that output 
are included, there is full transparency of information, and assuming 
exchanges in the economy install a general equilibrium character-
ized by spatial and temporal efficiency. Negative externalities and 
co-benefits of all energy uses and of other economic activities are 
priced. Social discount rates balance the interests of consecutive 
human generations. 

Sustainable development potential is the amount of renewable 
energy output that would be obtained in an ideal setting of per-
fect economic markets, optimal social (institutional and governance) 
systems and achievement of the sustainable flow of environmental 
goods and services. This is distinct from economic potential because 
it explicitly addresses inter- and intra-generational equity (distribu-
tion) and governance issues.

Technical potential is the amount of renewable energy output 
obtainable by full implementation of demonstrated technologies or 
practices. No explicit reference to costs, barriers or policies is made. 
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Technical potentials reported in the literature being assessed in this 
report, however, may have taken into account practical constraints 
and when explicitly stated there, they are generally indicated in the 
underlying report.

Theoretical potential is derived from natural and climatic (physi-
cal) parameters (e.g., total solar irradiation on a continent’s surface). 
The theoretical potential can be quantified with reasonable accuracy, 
but the information is of limited practical relevance. It represents the 
upper limit of what can be produced from an energy resource based 
on physical principles and current scientific knowledge. It does not 
take into account energy losses during the conversion process nec-
essary to make use of the resource, nor any kind of barriers.

Power: Power is the rate in which energy is transferred or converted per 
unit of time or the rate at which work is done. It is expressed in watts 
(joules/second).

Present value: The value of a money amount differs when the amount 
is available at different moments in time (years). To make amounts at 
differing times comparable and additive, a date is fixed as the ‘present.’ 
Amounts available at different dates in the future are discounted back 
to a present value, and summed to get the present value of a series of 
future cash flows. Net present value is the difference between the 
present value of the revenues (benefits) and the present value of the 
costs. See also discounting.

Project cost – see Cost.

Progress ratio – see Learning curve / rate.

Public finance: Public support for which a financial return is expected 
(loans, equity) or financial liability is incurred (guarantee).

Public good: Public goods are simultaneously used by several par-
ties (opposite to private goods). Some public goods are fully free from 
rivalry in use; for others the use by some subtract from the availability 
for others, creating congestion. Access to public goods may be restricted 
dependent on whether public goods are commons, state-owned or res 
nullius (no one’s case). The atmosphere and climate are the ultimate 
public goods of mankind. Many renewable energy sources are also pub-
lic goods.

Public-private partnerships: Arrangements typified by joint working 
between the public and private sector. In the broadest sense, they cover 
all types of collaboration across the interface between the public and 
private sectors to deliver services or infrastructure. 

Quota (on renewable electricity/energy): Established quotas 
obligate designated parties (generators or suppliers) to meet mini-
mum (often gradually increasing) renewable energy targets, generally 
expressed as percentages of total supplies or as an amount of renewable 
energy capacity, with costs borne by consumers. Various countries use 

different names for quotas, for example, Renewable Portfolio Standards, 
Renewable Obligations. See also tradable certificates

Reactive power: The part of instantaneous power that does no real 
work. Its function is to establish and sustain the electric and magnetic 
fields required to let active power perform useful work.

Rebound effect: After implementation of efficient technologies and 
practices, part of the expected energy savings is not realized because 
the accompanying savings in energy bills may be used to acquire more 
energy services. For example, improvements in car engine efficiency 
lower the cost per kilometre driven, encouraging consumers to drive 
more often or longer distances, or to spend the saved money on other 
energy-consuming activities. Successful energy efficiency policies may 
lead to lower economy-wide energy demand and if so to lower energy 
prices with the possibility of the financial savings stimulating rebound 
effects. The rebound effect is the ratio of non-realized energy and 
resource savings compared to the potential savings in case consumption 
would have remained constant as before the efficiency measures were 
implemented. For climate change, the main concern about rebound 
effects is their impact on CO

2 emissions (carbon rebound).

Reforestation: Direct human-induced conversion of non-forested land 
to forested land through planting, seeding and/or the human-induced 
promotion of natural seed sources, on land that was previously forested 
but converted to non-forested land. See also afforestation, deforestation 
and land use. 

Regulation: A rule or order issued by governmental executive authori-
ties or regulatory agencies and having the force of law. Regulations 
implement policies and are mostly specific for particular groups of 
people, legal entities or targeted activities. Regulation is also the act 
of designing and imposing rules or orders. Informational, transactional, 
administrative and political constraints in practice limit the regulator’s 
capability for implementing preferred policies.

Reliability: In general: reliability is the degree of performance accord-
ing to imposed standards or expectations. 

Electrical reliability is the absence of unplanned interruptions of 
the current by, for example, shortage of supply capacity or by fail-
ures in parts of the grid. Reliability differs from security and from 
fluctuations in power quality due to impulses or harmonics.

Renewable energy – see Energy

Scenario: A plausible description of how the future may develop based 
on a coherent and internally consistent set of assumptions about key 
relationships and driving forces (e.g., rate of technological change, 
prices) on social and economic development, energy use, etc. Note that 
scenarios are neither predictions nor forecasts, but are useful to provide 
a view of the implications of alternative developments and actions. See 
also baseline, business as usual, models.
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Seismicity: The distribution and frequency of earthquakes in time, mag-
nitude and space, for example, the yearly number of earthquakes of 
magnitude between 5 and 6 per 100 km2 or in some region.

Sink: Any process, activity or mechanism that removes a greenhouse 
gas or aerosol, or a precursor of a greenhouse gas or aerosol, from the 
atmosphere.

Solar collector: A device for converting solar energy to thermal energy 
(heat) of a flowing fluid.

Solar energy: Energy from the Sun that is captured either as heat, as 
light that is converted into chemical energy by natural or artificial photo-
synthesis, or by photovoltaic panels and converted directly into electricity. 

Concentrating solar power (CSP) systems use either lenses or 
mirrors to capture large amounts of solar energy and focus it down 
to a smaller region of space. The higher temperatures produced can 
operate a thermal steam turbine or be used in high-temperature 
industrial processes. 

Direct solar energy refers to the use of solar energy as it arrives at 
the Earth’s surface before it is stored in water or soils. 

Solar thermal is the use of direct solar energy for heat end-uses, 
excluding CSP. 

Active solar needs equipment like panels, pumps and fans to collect 
and distribute the energy. 

Passive solar is based on structural design and construction tech-
niques that enable buildings to utilize solar energy for heating, 
cooling and lighting by non-mechanical means.

Solar irradiance: The rate of solar power incidence on a surface (W/
m2). Irradiance depends on the orientation of the surface, with as special 
orientations: (a) surfaces perpendicular to the beam solar radiation; (b) 
surfaces horizontal with or on the ground. Full sun is solar irradiance 
that is approximately 1,000 W/m2.

Solar radiation: The sun radiates light and heat energy in wavelengths 
from ultraviolet to infrared. Radiation arriving at surfaces may be 
absorbed, reflected or transmitted. 

Global solar radiation consists of beam (arriving on Earth in a 
straight line) and diffuse radiation (arriving on Earth after being 
scattered by the atmosphere and by clouds). 

Standards: Set of rules or codes mandating or defining product perfor-
mance (e.g., grades, dimensions, characteristics, test methods and rules 
for use). 

Product, technology or performance standards establish mini-
mum requirements for affected products or technologies. 

Subsidy: Direct payment from the government or a tax reduction to 
a private party for implementing a practice the government wishes to 
encourage. The reduction of greenhouse gas emissions is stimulated 
by lowering existing subsidies that have the effect of raising emissions 
(such as subsidies for fossil fuel use) or by providing subsidies for prac-
tices that reduce emissions or enhance sinks (e.g., renewable energy 
projects, insulation of buildings or planting trees).

Sustainable development (SD): The concept of sustainable devel-
opment was introduced in the World Conservation Strategy of the 
International Union for Conservation of Nature in 1980 and had its 
roots in the concept of a sustainable society and in the management of 
renewable resources. Adopted by the World Council for Environment and 
Development in 1987 and by the Rio Conference in 1992 as a process 
of change in which the exploitation of resources, the direction of invest-
ments, the orientation of technological development and institutional 
change are all in harmony and enhance both current and future poten-
tial to meet human needs and aspirations. SD integrates the political, 
social, economic and environmental dimensions, and respects resource 
and sink constraints.

Tax: A carbon tax is a levy on the carbon content of fossil fuels. Because 
virtually all of the carbon in fossil fuels is ultimately emitted as CO2, 
a carbon tax is equivalent to an emission tax on CO2 emissions. An 
energy tax—a levy on the energy content of fuels—reduces demand 
for energy and so reduces CO2 emissions from fossil fuel use. An eco-
tax is a carbon, emissions or energy tax designed to influence human 
behaviour (specifically economic behaviour) to follow an ecologically 
benign path. A tax credit is a reduction of tax in order to stimulate 
purchasing of or investment in a certain product, like greenhouse gas 
emission-reducing technologies. A levy or charge is used as synony-
mous for tax.

Technological change: Mostly considered as technological improve-
ment, that is, more or better goods and services can be provided from a 
given amount of resources (production factors). Economic models distin-
guish autonomous (exogenous), endogenous and induced technological 
change.

Autonomous (exogenous) technological change is imposed 
from outside the model (i.e., as a parameter), usually in the form of a 
time trend affecting factor or/and energy productivity and therefore 
energy demand or output growth. 

Endogenous technological change is the outcome of economic 
activity within the model (i.e., as a variable) so that factor productiv-
ity or the choice of technologies is included within the model and 
affects energy demand and/or economic growth. 
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Induced technological change implies endogenous technological 
change but adds further changes induced by policies and measures, 
such as carbon taxes triggering research and development efforts.

Technology: The practical application of knowledge to achieve particu-
lar tasks that employs both technical artefacts (hardware, equipment) 
and (social) information (‘software’, know-how for production and use 
of artefacts). 

Supply push aims at developing specific technologies through sup-
port for research, development and demonstration. 

Demand pull is the practice of creating market and other incentives 
to induce the introduction of particular sets of technologies (e.g., 
low-carbon technologies through carbon pricing) or single technolo-
gies (e.g., through technology-specific feed-in tariffs).

Technology transfer: The exchange of knowledge, hardware and asso-
ciated software, money and goods among stakeholders, which leads to 
the spread of technology for adaptation or mitigation. The term encom-
passes both diffusion of technologies and technological cooperation 
across and within countries.

Tradable certificates (tradable green certificates): Parties subject 
to a renewable energy quota meet the annual obligation by delivering 
the appropriate amount of tradable certificates to a regulatory office. 
The certificates are created by the office and assigned to the renewable 
energy producers to sell or for their own use in fulfilling their quota. See 
quota.

Transmission and distribution (electricity): The network that trans-
mits electricity through wires from where it is generated to where it is 
used. The distribution system refers to the lower-voltage system that 
actually delivers the electricity to the end user. See also grid.

Turbine: Equipment that converts the kinetic energy of a flow of air, 
water, hot gas or steam into rotary mechanical power, used for direct 
drive or electricity generation (see wind, hydro, gas or steam turbines). 
Condensing steam turbines exhaust depleted steam in a heat 
exchanger (called condenser) using ambient cooling from water (river, 
lake, sea) or air sources (cooling towers). A backpressure steam tur-
bine has no condenser at ambient temperature conditions, but exhausts 
all steam at higher temperatures for use in particular heat end-uses.

United Nations Framework Convention on Climate Change 
(UNFCCC): The Convention was adopted on 9 May 1992 in New York 
and signed at the 1992 Earth Summit in Rio de Janeiro by more than 150 
countries and the European Economic Community. Its ultimate objective 
is the “stabilization of greenhouse gas concentrations in the atmosphere 

at a level that would prevent dangerous anthropogenic interference 
with the climate system”. It contains commitments for all parties. Under 
the Convention, parties included in Annex I aimed to return greenhouse 
gas emissions not controlled by the Montreal Protocol to 1990 levels by 
the year 2000. The convention came into force in March 1994. In 1997, 
the UNFCCC adopted the Kyoto Protocol. See also Annex I countries, 
Annex B countries and Kyoto Protocol.

Valley of death: Expression for a phase in the development of some 
technology when it is generating a large and negative cash flow because 
development costs increase but the risks associated with the technology 
are not reduced enough to entice private investors to take on the financ-
ing burden.

Value added: The net output of a sector or activity after adding up all 
outputs and subtracting intermediate inputs.

Values: Worth, desirability or utility based on individual preferences. 
Most social science disciplines use several definitions of value. Related 
to nature and environment, there is a distinction between intrinsic and 
instrumental values, the latter assigned by humans. Within instrumental 
values, there is an unsettled catalogue of different values, such as (direct 
and indirect) use, option, conservation, serendipity, bequest, existence, 
etc.

Mainstream economics define the total value of any resource as the 
sum of the values of the different individuals involved in the use of the 
resource. The economic values, which are the foundation of the esti-
mation of costs, are measured in terms of the willingness to pay by 
individuals to receive the resource or by the willingness of individuals to 
accept payment to part with the resource.

Vent (geothermal/hydrothermal/submarine): An opening at the sur-
face of the Earth (terrestrial or submarine) through which materials and 
energy flow.

Venture capital: A type of private equity capital typically provided for 
early-stage, high-potential technology companies in the interest of gen-
erating a return on investment through a trade sale of the company or 
an eventual listing on a public stock exchange.

Well-to-tank (WTT): WTT includes activities from resource extraction 
through fuel production to delivery of the fuel to vehicle. Compared 
to WTW, WTT does not take into consideration fuel use in vehicle 
operations.

Well-to-wheel (WTW): WTW analysis refers to specific lifecycle analy-
sis applied to transportation fuels and their use in vehicles. The WTW 
stage includes resource extraction, fuel production, delivery of the fuel 
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to vehicle, and end use of fuel in vehicle operations. Although feedstocks 
for alternative fuels do not necessarily come from a well, the WTW termi-
nology is adopted for transportation fuel analysis. 

Wind energy: Kinetic energy from air currents arising from uneven heat-
ing of the Earth’s surface. A wind turbine is a rotating machine including 

its support structure for converting the kinetic energy to mechanical shaft 
energy to generate electricity. A windmill has oblique vanes or sails and 
the mechanical power obtained is mostly used directly, for example, for 
water pumping. A wind farm, wind project or wind power plant is a 
group of wind turbines interconnected to a common utility system through 
a system of transformers, distribution lines, and (usually) one substation.
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Acronyms

AA-CAES Advanced adiabatic compressed air energy storage 
AC Alternating current
AEM Anion exchange membrane
AEPC Alternative Energy Promotion Centre
AFEX Ammonia fibre expansion
APU Auxiliary power unit
AR4 4th assessment report (of the IPCC)
AR5 5th assessment report (of the IPCC)
BC Black carbon
BCCS Biological carbon sequestration
Bio-CCS Biomass with carbon capture and storage
BIPV Building-integrated photovoltaic
BMU Bundesministerium für Umwelt, Naturschutz und 

Reaktorsicherheit (German Federal Ministry for the 
Environment, Nature Conservation and Nuclear 
Safety)

BNEF Bloomberg New Energy Finance
BOS Balance of systems
BSI Better Sugarcane Initiative
CAES Compressed air energy storage
CBP Consolidated bioprocessing
CC Combined cycle
CCIY China Coal Industry Yearbook
CCS Carbon dioxide capture and storage
CDM Clean Development Mechanism
CEM Cation exchange membrane
CER Certified Emissions Reduction
CF Capacity factor
CFB Circulating fluid bed
CFD Computational fluid dynamics
CFL Compact fluorescent lightbulb
CHP Combined heat and power
CIGSS Copper indium/gallium disulfide/(di)selenide
CIS Commonwealth of Independent States
CMA China’s Meteorological Administration
CNG Compressed natural gas
CoC Chain of custody
COP Coefficient of performance
CPP Captive power plant
CPV Concentrating photovoltaics
CREZ Competitive renewable energy zone
CRF Capital recovery factor
CSIRO Commonwealth Scientific and Industrial Research 

Organisation
CSP Concentrating solar power
CPV Concentrating photovoltaics
CSTD Commission on Science and Technology (UN)
DALY Disability-adjusted life year
dBA A-weighted decibels
DC Direct current or district cooling

DDG Distillers dried grains
DDGS Distillers dried grains plus solubles
DH District heating
DHC District heating or cooling
DHW Domestic hot water
DLR Deutsches Zentrum für Luft- und Raumfahrt 

(German Aerospace Centre)
DLUC Direct land use change
DME Dimethyl ether
DNI Direct-normal irradiance
DPH Domestic pellet heating
DSSC Dye-sensitized solar cell
EGS Enhanced geothermal systems
EGTT Expert Group on Technology Transfer
EIA Energy Information Administration (USA)
EIT
EMEC

Economy In Transition
European Marine Energy Centre

EMF Energy Modelling Form
EMI Electromagnetic interference
ENSAD Energy-Related Severe Accident Database
EPRI Electric Power Research Institute (USA)
EPT Energy payback time
E[R] Energy [R]evolution
ER Energy ratio
ERCOT Electric Reliability Council of Texas
EREC European Renewable Energy Council
EROEI Energy return on energy investment
ESMAP Energy Sector Management Program (World Bank)
ETBE Ethyl tert-butyl ether
ETP Energy Technology Perspectives
EU European Union
EV Electric vehicle
FACTS Flexible AC transmission system
FASOM Forest and Agricultural Sector Optimization Model
FAO Food and Agriculture Organization (of the UN)
FFV Flexible fuel vehicle
FQD Fuel quality directive
FIT Feed-in tariff
FOGIME Crediting System in Favour of Energy Management
FRT Fault ride through
FSU Former Soviet Union
FTD Fischer-Tropsch diesel
GBD Global burden of disease
GBEP Global Bioenergy Partnership
GCAM Global Change Assessment Model
GCM Global climate model; General circulation model
GDP
GEF
GHG
GHP

Gross domestic product
Global Environment Facility
Greenhouse gas
Geothermal heat pump
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GIS Geographic information system
GM Genetically modified
GMO Genetically modified organism
GO Guarantee of origin
GPI Genuine progress indicator
GPS Global positioning system
GSHP Ground source heat pump
HANPP Human appropriation of terrestrial NPP
HCE Heat collection element
HDI Human Development Index
HDR Hot dry rock
HDV Heavy duty vehicle
HFCV Hydrogen fuel cell electric vehicle
HFR Hot fractured rock
HHV Higher heating value
HPP Hydropower plant
HRV Heat recovery ventilator
HEV Hybrid electric vehicle
HVAC Heating, ventilation and air-conditioning
HVDC High voltage direct current
HWR Hot wet rock
IA Impact assessment
IAP Indoor air pollution
IBC interdigitated back-contact
ICE Internal combustion engine
ICEV Internal combustion engine vehicle
ICLEI Local Governments for Sustainability
ICOLD International Commission on Large Dams
ICS Improved cookstove or Integral collector storage (Ch 3)
ICTSD International Centre for Trade and Sustainable

Development
IEA International Energy Agency
IEC International Electrotechnical Commission
IEEE Institute of Electrical and Electronics Engineers
IHA International Hydropower Association
ILUC Indirect land use change
IGCC Integrated gasification combined cycle
IPCC Intergovernmental Panel on Climate Change
IPR Intellectual property rights
IQR Inter-quartile range
IREDA Indian Renewable Energy Development Agency
IRENA International Renewable Energy Agency
IRM Inorganic mineral raw materials
ISCC Integrated solar combined-cycle
ISES International Solar Energy Society
ISEW Index of sustainable economic welfare
ISO International Organization for Standardization
J Joule
JI Joint implementation
LCA Lifecycle assessment
LCOE Levelized cost of energy (or of electricity)
LCOF Levelized cost of fuel
LCOH Levelized cost of heat

LDV Light duty vehicle
LED Light-emitting diode
LHV Lower heating value
LNG Liquefied natural gas
LPG Liquefied petroleum gas
LR Learning rate
LUC Land use change
M&A Mergers and acquisitions
MDG Millennium Development Goals
MEH Multiple-effect humidification
MHS Micro-hydropower systems
MITI Ministry of International Trade and Industry (Japan)
MSW Municipal solid waste
NASA National Aeronautics and Space Administration (USA)
NDRC National Development and Reform Commission 

(China)
NFFO Non Fossil Fuel Obligation
NG Natural gas
NGO Nongovernmental organization
Nm3 Normal cubic metre (of gas) at standard temperature 

and pressure
NMVOC Non-methane volatile organic compounds
NPP Net primary production
NPV Net present value
NRC National Research Council (USA)
NREL National Renewable Energy Laboratory (USA)
NSDS National Sustainable Development Strategies
O&M Operation and maintenance
OB Oscillating-body
OC Organic carbon
OECD Organisation for Economic Co-operation and 

Development
OM Organic matter
OPV Organic photovoltaic
ORC Organic Rankine Cycle
OTEC Ocean thermal energy conversion
OWC Oscillating water column
PACE Property Assessed Clean Energy
PBR Photobioreactor
PCM Phase-change material
PDI Power density index
PEC Photoelectrochemical
PHEV Plug-in hybrid electric vehicle
PM Particulate matter
POME Palm oil mill effluent
PPA Purchase power agreement
PRO
PROALCOOL
PSA
PSI

Pressure-retarded osmosis
Brazilian Alcohol Program
Probabilistic safety assessment
Paul Scherrer Institute

PSP Pumped storage plants
PTC Production tax credit
PV Photovoltaic
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PV/T Photovoltaic/thermal
PWR Pressurized water reactor
R&D Research and development
RBMK Reaktor bolshoy moshchnosty kanalny
RCM Regional climate model
RD&D Research, development and demonstration
R/P Reserves to current production (ratio)
RD Renewable diesel
RE Renewable energy
RE-C Renewable energy cooling
RE-H Renewable energy heating
RE-H/C Renewable energy heating/cooling
REC Renewable energy certificate
RED Reversed electro dialysis
REN21 Renewable Energy Policy Network for the 21st 

Century
RES Renewable electricity standard
RM&U Renovation, modernization and upgrading
RMS Root mean square
RNA Rotor nacelle assembly
RO Renewables obligation
RoR Run of river 
RPS Renewable portfolio standard
RSB Roundtable for Sustainable Biofuels
SCADA Supervisory control and data acquisition
SCC Stress corrosion cracking
SD Sustainable development
SEGS Solar Electric Generating Station (California)
SHC Solar heating and cooling
SHP Small-scale hydropower plant
SI Suitability index
SME Small and medium sized enterprises
SNG Synthesis gas
SNV Netherlands Development Organization
SPF Seasonal performance factor
SPM Summary for Policymakers
SPP Small power producer
SPS Sanitary and phytosanitary
SR Short rotation
SRES Special Report on Emission Scenarios (of the IPCC)
SRREN Special Report on Renewable Energy Sources and 

Climate Change Mitigation (of the IPCC)

SSCF Simultaneous saccharification and co-fermentation
SSF Simultaneous saccharification and fermentation
SSP Space-based solar power
STP Standard temperature and pressure
SWH Solar water heating
TBM Tunnel-boring machines
TERM Tonga Energy Roadmap
TGC Tradable green certificate
TPA Third-party access
TPES Total primary energy supply
TPWind European Wind Energy Technology Platform
TS Technical Summary or thermosyphon
US United States of America (adjective)
USA United States of America (noun)
UN United Nations
UNCED United Nations Conference on Environment and 

Development
UNCTAD United Nations Conference on Trade and 

Development
UNDP United Nations Development Programme
UNEP United Nations Environment Programme
UNFCCC United Nations Framework Convention on Climate 

Change
USD US dollar
USDOE US Department of Energy
V Volt
VKT Vehicle kilometres travelled
VRB Vanadium redox battery
W Watt
We Watt of electricity
Wp Watt peak of PV installation
WBG World Bank Group
WCD World Commission on Dams
WCED World Commission on Environment and Development
WEA World Energy Assessment
WEO World Energy Outlook
WindPACT Wind Partnership for Advanced Component 

Technologies
WTO World Trade Organization
WTW Well to wheel
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Prefixes (International Standard Units)

Symbol Multiplier Prefix Symbol Multiplier Prefix
Z 10 21 zetta d 10 -1 deci
E 1018 exa c 10 -2 centi
P 1015 peta m 10 -3 milli
T 1012 tera µ 10 -6 micro
G 10 9 giga n 10 -9 nano
M 10 6 mega p 10 -12 pico
k 10 3 kilo f 10 -15 femto
h 10 2 hecto a 10 -18 atto
da 10 deca

Chemical Symbols

a-Si Amorphous silicon
C Carbon
CdS Cadmium sulphide
CdTe Cadmium telluride
CH4 Methane
CH3CH2OH Ethanol
CH3OCH3 Dimethyl ether (DME)
CH3OH Methanol
CIGS(S) Copper indium gallium diselenide (disulfide)
Cl Chlorine
CO Carbon monoxide
CO2 Carbon dioxide
CO2eq Carbon dioxide equivalent
c-Si Crystalline silicon
Cu Copper
CuInSe2 Copper indium diselenide
DME Dimethyl ether
Fe Iron
GaAs Gallium arsenide
H2 Hydrogen gas
H2O Water

H2S Hydrogen sulphide
HFC Hydrofluorocarbons
K Potassium
Mg Magnesium
N Nitrogen
N2 Nitrogen gas
N2O Nitrous oxide
Na Sodium
NaS Sodium-sulfur
NH3 Ammonia
Ni Nickel
NiCd Nickel-cadmium
NOX Nitrous oxides
O3 Ozone
P Phosphorus
PFC Perfluorocarbon
SF6 Sulfur hexafluoride
Si Silicon
SiC Silicon carbide
SO2 Sulfur dioxide
ZnO Zinc oxide
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or resources comparable, at least in terms of costs, costs that may 
occur at various moments in time (e.g., in various years) are repre-
sented as a single number anchored at one particular year, the reference 
year (2005). Textbooks on investment appraisal provide background on 
the concepts of constant values, discounting, net present value calcula-
tions, and levelized costs, for example (Jelen and Black, 1983).

A.II.3.1  Constant (real) values

The analyses of costs are in constant or real1 dollars (i.e., excluding the 
impacts of inflation) based in a particular year, the base year 2005, 
in USD. Specific studies on which the report depends may use market 
exchange rates as a default option or use purchasing power parities, 
but where these are part of the analysis, they will be stated clearly and, 
where possible, converted to USD2005.

When the monetary series in the analyses are in real dollars, consistency 
requires that the discount rate should also be real (free of inflationary com-
ponents). This consistency is often not obeyed; studies refer to ‘observed 
market interest rates’ or ‘observed discount rates’, which include inflation 
or expectations about inflation. ‘Real/constant’ interest rates are never 
directly observed, but derived from the ex-post identity:

 (1+ m) = (1+ i ) × (1+ f )   (1)
where
 m = nominal rate (%)
 i = real or constant rate (%)
 f = inflation rate (%)

The reference year for discounting and the base year for anchoring 
constant prices may differ in studies used in the various chapters; 
where possible, an attempt was made to harmonize the data to reflect 
discount rates applied here.

A.II.3.2  Discounting and net present value

Private agents assign less value to things further in the future than to 
things in the present because of a ‘time preference for consumption’ 
or to reflect a ‘return on investment’. Discounting reduces future cash 
flows by a value less than 1. Applying this rule on a series of net cash 
flows in real USD, the net present value (NPV) of the project can be 
ascertained and, thus, compared to other projects using:

     (2)

where
 n = lifetime of the project
 i = discount rate

1  The economists’ term ‘real’ may be confusing because what they call real does not 
correspond to observed financial flows (‘nominal’, includes inflation); ‘real’ reflects 
the actual purchasing power of the flows in constant dollars.

NPV =
j

n

=

∑
0

 ( )Net cas h flows j

( )i+1  j

A.II.1  Introduction

Parties need to agree upon common data, standards, supporting theo-
ries and methodologies. This annex summarizes a set of agreed upon 
conventions and methodologies. These include the establishment of 
metrics, determination of a base year, definitions of methodologies and 
consistency of protocols that permit a legitimate comparison between 
alternative types of energy in the context of climate change phenom-
ena. This section defines or describes these fundamental definitions and 
concepts as used throughout this report, recognizing that the literature 
often uses inconsistent definitions and assumptions. 

This report communicates uncertainty where relevant, for example, by 
showing the results of sensitivity analyses and by quantitatively present-
ing ranges in cost numbers as well as ranges in the scenario results. This 
report does not apply formal IPCC uncertainty terminology because at 
the time of approval of this report, IPCC uncertainty guidance was in the 
process of being revised.

A.II.2  Metrics for analysis in this report

A number of metrics can simply be stated or are relatively easy to define. 
Annex II provides the set of agreed upon metrics. Those which require 
further description are found below. The units used and basic param-
eters pertinent to the analysis of each RE type in this report include:

• International System of Units (SI) for standards and units 
• Metric tonnes (t) CO2, CO2eq 
• Primary energy values in exajoules (EJ)
• IEA energy conversion factors between physical and energy units
• Capacity: GW thermal (GWt ), GW electricity (GWe )
• Capacity factor
• Technical and economic lifetime
• Transparent energy accounting (e.g., transformations of nuclear or 

hydro energy to electricity)
• Investment cost in USD/kW (peak capacity)
• Energy cost in USD2005 /kWh or USD2005 /EJ
• Currency values in USD2005 (at market exchange rate where 

applicable, no purchasing power parity is used)
• Discount rates applied = 3, 7 and 10% 
• World Energy Outlook (WEO) 2008 fossil fuel price assumptions
• Baseline year = 2005 for all components (population, capacity, pro-

duction, costs). Note that more recent data may also be included 
(e.g., 2009 energy consumption)

• Target years: 2020, 2030 and 2050.

A.II.3  Financial assessment of technologies 
over project lifetime

The metrics defined here provides the basis from which one renewable 
resource type (or project) can be compared to another. To make projects 



184

Methodology Annex II

(CRF) but may be known as the Annuity Factor ‘δ’. Like NPV, the annuity 
factor δ depends on the two parameters i and n:

The CRF (or δ) can be used to quickly calculate levelized costs for very 
simple projects where investment costs during one given year are the 
only expenditures and where production remains constant over the life-
time (n):
      (5)

or where one can assume that operation and maintenance (O&M) costs 
do not change from year to year:

      (6)

where
 CLev = levelized cost
 B = investment cost
 Q = production 
 O&M = annual operating and maintenance costs
 n = life time of the project
 i = discount rate

A.II.4  Primary energy accounting 

This section introduces the primary energy accounting method used 
throughout this report. Different energy analyses use different account-
ing methods that lead to different quantitative outcomes for reporting 
both current primary energy use and energy use in scenarios that 
explore future energy transitions. Multiple definitions, methodologies 
and metrics are applied. Energy accounting systems are utilized in the 
literature often without a clear statement as to which system is being 
used as noted by Lightfoot, 2007 and Martinot et al., 2007. An overview 
of differences in primary energy accounting from different statistics has 
been described (Macknick, 2009) and the implications of applying differ-
ent accounting systems in long-term scenario analysis were illustrated by 
Nakicenovic et al., (1998).

Three alternative methods are predominantly used to report primary 
energy. While the accounting of combustible sources, including all fossil 
energy forms and biomass, is unambiguous and identical across the dif-
ferent methods, they feature different conventions on how to calculate 
primary energy supplied by non-combustible energy sources, i.e., nuclear 
energy and all renewable energy sources except biomass. 

These methods are:

• The physical energy content method adopted, for example, by 
the Organisation for Economic Cooperation and Development 
(OECD), the International Energy Agency (IEA) and Eurostat (IEA/
OECD/Eurostat, 2005),

i× ( )+ n1 i
δ=

( )+ n1 i –1

C orB× /)δB(δ× =:,=Q C QLev ×Lev

+B
C

QLev =
×δ O&M

This report’s analysts have used three values of discount rates ( i = 3, 7 
and 10%) for the cost evaluations. The discount rates may reflect typical 
rates used, with the higher ones including a risk premium. The discount 
rate is open to much discussion and no clear parameter or guideline 
can be suggested as an appropriate risk premium. This discussion is not 
addressed here; the goal is to provide an appropriate means of compari-
son between projects, renewable energy types and new versus current 
components of the energy system.

A.II.3.3  Levelized cost

Levelized costs are used in the appraisal of power generation invest-
ments, where the outputs are quantifiable (MWh generated during the 
lifetime of the investment). The levelized cost is the unique break-even 
cost price where discounted revenues (price x quantities)2 are equal to 
the discounted net expenses:

     (3)

where
 CLev = levelized cost
 n = lifetime of the project
 i = discount rate

A.II.3.4  Annuity factor or capital cost recovery factor

A very common practice is the conversion of a given sum of money at 
moment 0 into a number n of constant annual amounts over the coming 
n future years:

Let A = annual constant amount in payments over n years
Let B = cash amount to pay for the project in year 0

A is obtained from B using a slightly modified equation 2: the lender 
wants to receive B back at the discount rate i. The NPV of the n times A 
receipts in the future therefore must exactly equal B:

      (4)

We can bring A before the summation because it is a constant (not 
dependent on j).

The sum of the discount factors (a finite geometrical series) is deductible 
as a particular number. When this number is calculated, A is found by 
dividing B by this number. This is known as the Capital Recovery Factor 

2  This is also referred to as Levelized Price. Note that, in this case, MWh would be 
discounted.
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• The substitution method, which is used in slightly different variants by 
BP (2009) and the US Energy Information Administration (EIA online 
glossary), each of which publish international energy statistics, and

• The direct equivalent method that is used by UN Statistics (2010) and 
in multiple IPCC reports that deal with long-term energy and emission 
scenarios (Nakicenovic and Swart, 2000; Morita et al., 2001; Fisher et 
al., 2007).

For non-combustible energy sources, the physical energy content method 
adopts the principle that the primary energy form should be the first 
energy form used downstream in the production process for which mul-
tiple energy uses are practical (IEA/OECD/Eurostat, 2005). This leads to 
the choice of the following primary energy forms:

• Heat for nuclear, geothermal and solar thermal energy; and
• Electricity for hydro, wind, tide/wave/ocean and solar photovoltaic 

(PV) energy.

Using this method, the primary energy equivalent of hydropower and 
solar PV, for example, assumes a 100% conversion efficiency to ‘primary 
electricity’, so that the gross energy input for the source is 3.6 MJ of 
primary energy = 1 kWh electricity. Nuclear energy is calculated from the 
gross generation by assuming a 33% thermal conversion efficiency,3 that 
is, 1 kWh = (3.6 ÷ 0.33) = 10.9 MJ. For geothermal energy, if no country-
specific information is available, the primary energy equivalent is 
calculated using 10% conversion efficiency for geothermal electricity 
(so 1 kWh = (3.6 ÷ 0.1) = 36 MJ), and 50% for geothermal heat.

The substitution method reports primary energy from non-combustible 
sources as if they had been substituted for combustible energy. Note, 
however, that different variants of the substitution method use some-
what different conversion factors. For example, BP applies a 38% 
conversion efficiency to electricity generated from nuclear and hydro-
power, whereas the World Energy Council used 38.6% for nuclear and 
non-combustible renewable sources (WEC, 1993) and the EIA uses 
still different values. Macknick (2009) provides a more complete over-
view. For useful heat generated from non-combustible energy sources, 
other conversion efficiencies are used.

The direct equivalent method counts one unit of secondary energy pro-
vided from non-combustible sources as one unit of primary energy, that 
is, 1 kWh of electricity or heat is accounted for as 1 kWh = 3.6 MJ of 
primary energy. This method is mostly used in the long-term scenarios 
literature, including multiple IPCC reports (IPCC, 1995; Nakicenovic and 
Swart, 2000; Morita et al., 2001; Fisher et al., 2007), because it deals 
with fundamental transitions of energy systems that rely to a large 
extent on low-carbon, non-combustible energy sources.

3  As the amount of heat produced in nuclear reactors is not always known, the IEA 
estimates the primary energy equivalent from the electricity generation by assuming 
an efficiency of 33%, which is the average for nuclear power plants in Europe (IEA, 
2010b).

In this report, IEA data are utilized, but energy supply is reported using 
the direct equivalent method. The major difference between this and the 
physical energy content method will appear in the amount of primary 
energy reported for electricity production by geothermal heat, concen-
trating solar thermal, ocean temperature gradients or nuclear energy. 
Table A.II.1 compares the amounts of global primary energy by source 
and percentages using the physical energy content, the direct equivalent 
and a variant of the substitution method for the year 2008 based on IEA 
data (IEA, 2010a). In current statistical energy data, the main differences 
in absolute terms appear when comparing nuclear and hydropower. 
Since they both produced a comparable amount of electricity globally 
in 2008, under both direct equivalent and substitution methods, their 
share of meeting total final consumption is similar, whereas under the 
physical energy content method, nuclear is reported at about three 
times the primary energy of hydropower.

The alternative methods outlined above emphasize different aspects of pri-
mary energy supply. Therefore, depending on the application, one method 
may be more appropriate than another. However, none of them is superior 
to the others in all facets. In addition, it is important to realize that total 
primary energy supply does not fully describe an energy system, but is 
merely one indicator amongst many. Energy balances as published by 
the IEA (2010a) offer a much wider set of indicators, which allows 
tracing the flow of energy from the resource to final energy use. For 
instance, complementing total primary energy consumption with other 
indicators, such as total final energy consumption and secondary energy 
production (e.g., electricity, heat), using different sources helps link the 
conversion processes with the final use of energy. See Figure 1.16 and 
the associated discussion for a summary of this approach.

For the purpose of this report, the direct equivalent method is chosen for 
the following reasons.

• It emphasizes the secondary energy perspective for non-combustible 
sources, which is the main focus of the analyses in the technology 
chapters (Chapters 2 through 7).

• All non-combustible sources are treated in an identical way by 
using the amount of secondary energy they provide. This allows 
the comparison of all non-CO2-emitting renewable and nuclear 
energy sources on a common basis. Primary energy of fossil fuels 
and biomass combines both the secondary energy and the ther-
mal energy losses from the conversion process. When fossil fuels 
or biofuels are replaced by nuclear systems or other renewable 
technologies than biomass, the total of reported primary energy 
decreases substantially (Jacobson, 2009).

• Energy and CO2 emissions scenario literature that deals with fun-
damental transitions of the energy system to avoid dangerous 
anthropogenic interference with the climate system over the long 
term (50 to 100 years) has used the direct equivalent method most 
frequently (Nakicenovic and Swart, 2000; Fisher et al., 2007). 
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Table A.II.2 shows the differences in the primary energy accounting 
for the three methods for a scenario that would produce a 550 ppm 
CO2eq stabilization by 2100.

While the differences between applying the three accounting meth-
ods to current energy consumption are modest, differences grow 
significantly when generating long-term lower CO2 emissions energy 
scenarios where non-combustion technologies take on a larger relative 
role (Table A.II.2). The accounting gap between the different methods 
becomes bigger over time (Figure A.II.1). There are significant differ-
ences in individual non-combustible sources in 2050 and even the 
share of total renewable primary energy supply varies between 24 and 
37% across the three methods (Table A.II.2). The biggest absolute gap 

(and relative difference) for a single source is for geothermal energy, 
with about 200 EJ difference between the direct equivalent and the 
physical energy content method, and the gap between hydro and 
nuclear primary energy remains considerable. The scenario presented 
here is fairly representative and by no means extreme. The chosen 550 
ppm stabilization target is not particularly stringent nor is the share of 
non-combustible energy very high. 

A.II.5  Lifecycle assessment and risk analysis

This section describes methods and underlying literature and assump-
tions of analyses of energy payback times and energy ratios (A.II.5.1), 

Table A.II.2 | Comparison of global total primary energy supply in 2050 using different primary energy accounting methods based on a 550 ppm CO2eq stabilization scenario 
(Loulou et al., 2009).

Physical content method Direct equivalent method Substitution method

EJ % EJ % EJ %

Fossil fuels 581.6 55.2 581.56 72.47 581.6 61.7

Nuclear 81.1 7.7 26.76 3.34 70.4 7.8

Renewable: 390.1 37.1 194.15 24.19 290.4 30.8

Bioenergy 120.0 11.4 120.0 15.0 120.0 12.7

Solar 23.5 2.2 22.0 2.8 35.3 3.8

Geothermal 217.3 20.6 22.9 2.9 58.1 6.2

Hydro 23.8 2.3 23.8 3.0 62.6 6.6

Ocean 0.0 0.0 0.0 0.0 0.0 0.0

Wind 5.5 0.5 5.5 0.7 14.3 1.5

Total 1,052.8 100 802.5 100 942.4 100

Table A.II.1 | Comparison of global total primary energy supply in 2008 using different primary energy accounting methods (data from IEA, 2010a).

Physical content method Direct equivalent method Substitution method1

EJ % EJ % EJ %

Fossil fuels 418.15 81.41 418.15 85.06 418.15 79.14

Nuclear 29.82 5.81 9.85 2.00 25.90 4.90

Renewable: 65.61 12.78 63.58 12.93 84.27 15.95

Bioenergy2 50.33 9.80 50.33 10.24 50.33 9.53

Solar 0.51 0.10 0.50 0.10 0.66 0.12

Geothermal 2.44 0.48 0.41 0.08 0.82 0.16

Hydro 11.55 2.25 11.55 2.35 30.40 5.75

Ocean 0.00 0.00 0.00 0.00 0.01 0.00

Wind 0.79 0.15 0.79 0.16 2.07 0.39

Other 0.03 0.01 0.03 0.01 0.03 0.01

Total 513.61 100.00 491.61 100.00 528.35 100.00

Notes: 

1  For the substitution method, conversion efficiencies of 38% for electricity and 85% for heat from non-combustible sources were used. BP uses the conversion value of 38% for 
electricity generated from hydro and nuclear sources. BP does not report solar, wind and geothermal in its statistics; here, 38% for electricity and 85% for heat is used. 

2  Note that IEA reports first-generation biofuels in secondary energy terms (the primary biomass used to produce the biofuel would be higher due to conversion losses, see Sections 
2.3 and 2.4).
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readily understand the percentage or multiple connecting embodied 
energy and energy output. Moreover, it has been argued (see Voorspools 
et al., (2000, p. 326)) that in the absence of alternative technologies, elec-
tricity would have to be generated by conventional means. We therefore 
use kWhe/kWhprim in this report. 

Applying the lifecycle energy metric to an energy supply system allows 
defining an energy payback time. This is the time tPB that it takes the 
system to supply an amount of energy that is equal to its own energy 
requirement E. Once again, this energy is best measured in terms of the 
primary energy equivalent  E

R
PB

conv

  of the system’s electricity output EPB 

over the payback time. Voorspools et al. (2000, p. 326) note that were 
the system to pay back its embodied primary energy in equal amounts 
of electricity, energy payback times would be more than three times as 
long.

Mathematically, the above condition reads

     , and leads to  

(which, for example, coincides with the standard German VDI 4600 defi-
nition). Here,    is the system’s annual net energy output 

expressed in primary energy equivalents. It can be shown that the Energy 
Ratio ER (or EROEI) and the energy payback time tPB can be converted 
into each other according to 
 
         .

Note that the energy payback time is not dependent on the lifetime T, 
because 
              .

Energy payback times have been partly converted from energy ratios 
found in the literature (Lenzen, 1999, 2008; Lenzen and Munksgaard, 
2002; Lenzen et al., 2006; Gagnon, 2008; Kubiszewski et al., 2010) based 
on the assumed average lifetimes given in Table 9.8 (Chapter 9). Note 
that energy payback as defined in the glossary (Annex I) and used in 
some technology chapters refers to what is defined here as energy pay-
back time.

A.II.5.2  Review of lifecycle assessments of electricity 
generation technologies

The National Renewable Energy Laboratory (NREL) carried out a 
comprehensive review of published lifecycle assessments (LCAs) of 
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Figure A.II.1 | Comparison of global total primary energy supply between 2010 and 
2100 using different primary energy accounting methods based on a 550 ppm CO2eq 
stabilization scenario (Loulou et al., 2009).
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lifecycle GHG emissions (A.II.5.2), operational water use (A.II.5.3) and 
hazards and risks (A.II.5.4) of energy technologies as presented in 
Chapter 9. Results of the analysis carried out for lifecycle GHG emis-
sions are also included in Sections 2.5, 3.6, 4.5, 5.6, 6.5 and 7.6. Please 
note that the literature bases for the reviews in A.II.5.2 and A.II.5.3 are 
included as lists within the respective sections.

A.II.5.1  Energy payback time and energy ratio

The Energy Ratio, ER (also referred to as the energy payback ratio, or the 
Energy Return on Energy Investment, EROEI; see Gagnon, 2008), of an 
energy supply system of power rating P and load factor λ, is defined as 
the ratio 

y ×P ×E

E E
ER

hlife=
×8760 −1 λ

=
T

 

of the lifetime electricity output Elife of the plant over its lifetime T, and 
the total (gross) energy requirement E for construction, operation and 
decommissioning (Gagnon, 2008). In calculating E, it is a convention to 
a) exclude the energy from human labour, energy in the ground (fossil 
and minerals), energy in the sun, and hydrostatic potential, and b) not 
to discount future against present energy requirements (Perry et al., 1977; 
Herendeen, 1988). Further, in computing the total energy requirement E, 
all its constituents must be of the same energy quality (for example only 
electricity, or only thermal energy, see the ‘valuation problem’ discussed 
in Leach (1975), Huettner (1976), Herendeen (1988), and especially 
Rotty et al. (1975, pp. 5-9 for the case of nuclear energy)). Whilst E may 
include derived and primary energy forms (for example electricity and 
thermal energy), it is usually expressed in terms of primary energy, with 
the electricity component converted to primary energy equivalents using 
the thermal efficiency  Rconv

≈ 0.3  of a typical subcritical black-coal-fired 
power station as the conversion factor. This report follows these conven-
tions. E is sometimes reported in units of kWhe/MJprim, and sometimes in 
units of kWhe/kWhprim. Whilst the first option chooses the most common 
units for either energy form, the second option allows the reader to 
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electricity generation technologies. Of 2,165 references collected, 296 
passed screens, described below, for quality and relevance and were 
entered into a database. This database forms the basis for the assessment 
of lifecycle greenhouse gas (GHG) emissions from electricity generation 
technologies in this report. Based on estimates compiled in the database, 
plots of published estimates of lifecycle GHG emissions appear in each 
technology chapter of this report (Chapters 2 through 7) and in Chapters 
1 and 9, where lifecycle GHG emissions from RE technologies are com-
pared to those from fossil and nuclear electricity generation technologies. 
The following subchapters describe the methods applied in this review 
(A.II.5.2.1), and list all references that are shown in the final results, 
sorted by technology (A.II.5.2.2).

A.II.5.2.1  Review methodology

Broadly, the review followed guidelines for systematic reviews as com-
monly performed, for instance, in the medical sciences (Neely et al., 
2010). The methods of reviews in the medical sciences differ somewhat 
from those in the physical sciences, in that there is an emphasis on mul-
tiple, independent reviews of each candidate reference using predefined 
screening criteria; the formation of a review team composed of, in this 
case, LCA experts, technology experts and literature search experts that 
meets regularly to ensure consistent application of the screening crite-
ria; and an exhaustive search of published literature to ensure no bias 
by, for instance, publication type (journal, report, etc.). 

It is critical to note at the outset that this review did not alter (except 
for unit conversion) or audit for accuracy the estimates of lifecycle GHG 
emissions published in studies that pass the screening criteria. Addi-
tionally, no attempt was made to identify or screen for outliers, or pass 
judgment on the validity of input parameter assumptions. Because 
estimates are plotted as published, considerable methodological incon-
sistency is inherent, which limits comparability of the estimates both 
within particular power generation technology categories and across 
the technology categories. This limitation is partially counteracted by 
the comprehensiveness of the literature search and the breadth and 
depth of literature revealed. Few attempts have been made to broadly 
review the LCA literature on electricity generation technologies. Those 
that do exist tend to focus on individual technologies and are more lim-
ited in comprehensiveness compared to the present review (e.g., Lenzen 
and Munksgaard, 2002; Fthenakis and Kim, 2007; Lenzen, 2008; Sova-
cool, 2008b; Beerten et al., 2009; Kubiszewski et al., 2010). 

The review procedure included the following steps: literature collection, 
screening and analysis. 

Literature collection
Starting in May of 2009, potentially relevant literature was identified 
through multiple mechanisms, including searches in major bibliographic 
databases (e.g., Web of Science, WorldCat) using a variety of search algo-
rithms and combinations of key words, review of reference lists of relevant 

literature, and specialized searches on websites of known studies series 
(e.g., European Union’s ExternE and its descendants) and known LCA litera-
ture databases (e.g., the library contained within the SimaPro LCA software 
package). All collected literature was first categorized by content (with key 
information from every collected reference recorded in a database) and 
added to a bibliographic database. 

The literature collection methods described here apply to all classes of elec-
tricity generation technologies reviewed in this report except for oil and 
hydropower. LCA data for hydropower and oil were added at a later stage 
to the NREL database and have therefore undergone a less comprehensive 
literature collection process. 

Literature screening 
Collected references were independently subjected to three rounds of 
screening by multiple experts to select references that met criteria for quality 
and relevance. References often reported multiple GHG emission estimates 
based on alternative scenarios. Where relevant, the screening criteria were 
applied at the level of the scenario estimate, occasionally resulting in only a 
subset of scenarios analyzed in a given reference passing the screens.

References having passed the first quality screen included peer-reviewed 
journal articles, scientifically detailed conference proceedings, PhD theses, 
and reports (authored by government agencies, academic institutions, non-
governmental organizations, international institutions, or corporations) 
published after 1980 and in English. Attempts were made to obtain English 
versions of non-English publications and a few exceptions were translated. 
The first screen also ensured that the accepted references were LCAs, 
defined as analyzing two or more lifecycle phases (with exceptions for PV 
and wind energy given that the literature demonstrates that the vast major-
ity of lifecycle GHG emissions occur in the manufacturing phase (Frankl et 
al., 2005; Jungbluth et al., 2005)). 

All references passing the first screen were then directly judged based on 
more stringent quality and relevance criteria:

• Employed a currently accepted attributional LCA and GHG accounting 
method (consequential LCAs were not included because their results 
are fundamentally not comparable to results based on attributional LCA 
methods; see Section 9.3.4 for further description of attributional and 
consequential LCAs);

• Reported inputs, scenario/technology characteristics, important assump-
tions and results in enough detail to trace and trust the results; and

• Evaluated a technology of modern or future relevance.

For the published results to be analyzed, estimates had to pass a final 
set of criteria:

• To ensure accuracy in transcription, only GHG emission estimates that 
were reported numerically (i.e., not only graphically) were included. 
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• Estimates duplicating prior published work were not included. 

• Results had to have been easily convertible to the functional unit 
chosen for this study: grams of CO2eq per kWh generated. 

Table A.II.3 reports the counts of references at each stage in the screen-
ing process for the broad classes of electricity generation technologies 
considered in this report.

Analysis of estimates
Estimates of lifecycle GHG emissions from studies passing both 
screens were then analyzed and plotted. First, estimates were cat-
egorized by technology within the broad classes considered in this 
report, listed in Table A.II.3. Second, estimates were converted to 
the common functional unit of g CO2eq per kWh generated. This 
conversion was performed using no exogenous assumptions; if 
any were required, that estimate was not included. Third, esti-
mates of total lifecycle GHG emissions that included contributions 
from either land use change (LUC) or heat production (in cases 
of cogeneration) were removed. This step required that studies 
that considered LUC- or heat-related GHG emissions had to report 
those contributions separately such that estimates included here 
pertain to the generation of electricity alone. Finally, distributional 
information required for display in box and whisker plots were 
calculated: minimum, 25th percentile value, 50th percentile value, 
75th percentile value and maximum. Technologies with data sets 
composed of less than five estimates (e.g., geothermal) have been 
plotted as discrete points rather than superimposing synthetic dis-
tributional information. 

The resulting values underlying Figure 9.8 are shown in Table A.II.4. Fig-
ures displayed in technology chapters are based on the same data set, 
yet displayed with a higher level of resolution regarding technology sub-
categories (e.g., on- and offshore wind energy).

A.II.5.2.2  List of references
 
Below, all references for the review of lifecycle assessments of greenhouse 
gas emissions from electricity generation that are shown in the final results 
in this report are listed, sorted by technology and in alphabetical order.

Biomass-based power generation (52)

Beals, D., and D. Hutchinson (1993). Environmental Impacts of Alternative Electric-

ity Generation Technologies: Final Report. Beals and Associates, Guelph, Ontario, 

Canada, 151 pp. 
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Bioenergy, 20(5), pp. 361-370.
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Energy, 29(12-15), pp. 2109-2124.

Cottrell, A., J. Nunn, A. Urfer, and L. Wibberley (2003). Systems Assessment of Elec-
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for Coal in Sustainable Development, Pullenvale, Qld., Australia, 21 pp. 

Cowie, A.L. (2004). Greenhouse Gas Balance of Bioenergy Systems Based on Integrated 

Plantation Forestry in North East New South Wales, Australia: International Energy 
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tems. IEA, Paris, France. 6 pp. Available at: www.ieabioenergy-task38.org/projects/

task38casestudies/aus-brochure.pdf. 

Table A.II.3 | Counts of LCAs of electricity generation technologies (‘references’) at each stage in the literature collection and screening process and numbers of scenarios 
(‘estimates’) of lifecycle GHG emissions evaluated herein.

Technology category References reviewed
References passing 

the first screen
References passing 
the second screen

References providing 
lifecycle GHG 

emissions estimates

Estimates of lifecycle 
GHG emissions 
passing screens

Biopower 369 162 84 52 226

Coal 273 192 110 52 181

Concentrating solar power 125 45 19 13 42

Geothermal Energy 46 24 9 6 8

Hydropower 89 45 11 11 28

Natural gas 251 157 77 40 90

Nuclear Energy 249 196 64 32 125

Ocean energy 64 30 6 5 10

Oil 68 45 19 10 24

Photovoltaics 400 239 75 26 124

Wind Energy 231 174 72 49 126

TOTALS 2165 1309 546 296 984

% of total reviewed 60% 25% 14%

% of those passing first screen 42% 23%

% of those passing second screen 54%

Note: Some double counting is inherent in the totals given that some references investigated more than one technology.
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Table A.II.4 | Aggregated results of literature review of LCAs of GHG emissions from electricity generation technologies as displayed in Figure 9.8 (g CO2eq/kWh).

Values
Bio- 

power

Solar Geothermal 
Energy

Hydropower
Ocean 
Energy

Wind 
Energy

Nuclear 
Energy

Natural 
 Gas

Oil Coal
PV CSP

Minimum -633 5 7 6 0 2 2 1 290 510 675

25th percentile 360 29 14 20 3 6 8 8 422 722 877

50th 
percentile

18 46 22 45 4 8 12 16 469 840 1001

75th 
percentile

37 80 32 57 7 9 20 45 548 907 1130

Maximum 75 217 89 79 43 23 81 220 930 1170 1689

CCS min -1368 65 98

CCS max -594 245 396

Note: CCS = Carbon capture and storage, PV = Photovoltaic, CSP = Concentrating solar power.
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and Kim, 2010). The present review therefore informs the discourse of this 
report in a unique way. 

Literature collection
The identification of relevant literature started with a core library of refer-
ences held previously by the researchers, followed by searching in major 
bibliographic databases using a variety of search algorithms and combina-
tions of key words, and then reviewing reference lists of every collected 
reference. All collected literature was added to a bibliographic database. 
The literature collection methods described here apply to all classes of elec-
tricity generation technologies reviewed in this report.

Literature screening 
Collected references were independently subjected to screening to select 
references that met criteria for quality and relevance. Operational water use 
studies must have been written in English, addressed operational water use 
for facilities located in North America, provided sufficient information to 
calculate a water use intensity factor (in cubic metres per megawatt-hour 
generated), made estimates of water consumption that did not duplicate 
others previously published, and have been in one of the following formats: 
journal article, conference proceedings, or report (authored by government 
agencies, nongovernmental organizations, international institutions, or cor-
porations). Estimates of national average water use intensity for particular 
technologies, estimates of existing plant operational water use, and esti-
mates derived from laboratory experiments were considered equally. Given 
the paucity of available estimates of water consumption for electricity gen-
eration technologies and that the estimates that have been published are 
being used in the policy context already, no additional screens based on 
quality or completeness of reporting were applied. 

Analysis of estimates
Estimates were categorized by fuel technology and cooling systems. Cer-
tain aggregations of fuel technology types and cooling system types were 
made to facilitate analysis. Concentrating solar power includes both para-
bolic trough and power tower systems. Nuclear includes pressurized water 
reactors and boiling water reactors. Coal includes subcritical and super-
critical technologies. For recirculating cooling technologies, no distinction is 
made between natural draft and mechanical draft cooling tower systems. 
Similarly, all pond-cooled systems are treated identically. Estimates were 
converted to the common functional unit of cubic meters per MWh gener-
ated. This conversion was performed using no exogenous assumptions; if 
any were required, that estimate was not analyzed. 
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A.II.5.4  Risk analysis

This section introduces the methods applied for the assessment of hazards 
and risks of energy technologies presented in Section 9.3.4.7, and provides 
references and central assumptions (Table A.II.5). 

A large variety of definitions of the term risk exists, depending on the 
field of application and the object under study (Haimes, 2009). In engi-
neering and natural sciences, risk is frequently defined in a quantitative 
way: risk (R) = probability (p) × consequence (C). This definition does 
not include subjective factors of risk perception and aversion, which 
can also influence the decision-making process, that is, stakeholders 
may make trade-offs between quantitative and qualitative risk fac-
tors (Gregory and Lichtenstein, 1994; Stirling, 1999). Risk assessment 
and evaluation is further complicated when certain risks significantly 
transcend everyday levels; their handling posing a challenge for society 
(WBGU, 2000). For example, Renn et al. (2001) assigned risks into three 
categories or areas, namely (1) the normal area manageable by rou-
tine operations and existing laws and regulations, (2) the intermediate 
area, and (3) the intolerable area (area of permission). Kristensen et al. 
(2006) proposed a modified classification scheme to further improve 
the characterization of risk. Recently, additional aspects such as critical 
infrastructure protection, complex interrelated systems and ‘unknown 
unknowns’ have become a major focus (Samson et al., 2009; Aven and 
Zio, 2011; Elahi, 2011). 

The evaluation of the ‘hazards and risks’ of various energy technologies 
as presented in Section 9.3.4.7 builds upon the approach of comparative 
risk assessment as it has been established at the Paul Scherrer Institut 
(PSI) since the 1990s;4 at the core of which is the Energy-Related Severe 
Accident Database (ENSAD) (Hirschberg et al., 1998, 2003a; Burgherr 
et al., 2004, 2008; Burgherr and Hirschberg, 2005). The consideration 
of full energy chains is essential because an accident can happen in 
any chain stage from exploration, extraction, processing and storage, 
long distance transport, regional and local distribution, power and/or 
heat generation, waste treatment, and disposal. However, not all these 
stages are applicable to every energy chain. For fossil energy chains 
(coal, oil, natural gas) and hydropower, extensive historical experience is 
contained in ENSAD for the period 1970 to 2008. In the case of nuclear 
power, Probabilistic Safety Assessment (PSA) is employed to address 
hypothetical accidents (Hirschberg et al., 2004a). In contrast, consider-
ation of renewable energy technologies other than hydropower is based 
on available accident statistics, literature review and expert judgment 
because of limited or lacking historical experience. It should be noted 
that available analyses have limited scope and do not include proba-

4  In a recent study, Felder (2009) compared the ENSAD database with another energy 
accident compilation (Sovacool, 2008a). Despite numerous and partially substantial 
differences between the two data sets, several interesting findings with regard to 
methodological and policy aspects were addressed. However, the study was based 
on the first official release of ENSAD (Hirschberg et al., 1998), and thus disregarded 
all subsequent updates and extensions. Another study by Colli et al. (2009) took a 
slightly different approach using a rather broad set of so-called Risk Characterization 
Indicators, however the actual testing with illustrative examples was based on 
ENSAD data.
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bilistic modelling of hypothetical accidents. This may have bearing 
particularly on results for solar PV.

No consensus definition of the term ‘severe accident’ exists in the lit-
erature. Within the framework of PSI’s database ENSAD, an accident is 
considered to be severe if it is characterized by one or several of the 
following consequences:

• At least 5 fatalities or
• At least 10 injured or
• At least 200 evacuees or
• An extensive ban on consumption of food or
• Releases of hydrocarbons exceeding 10,000 metric tons or
• Enforced clean-up of land and water over an area of at least 25 km2

or
• Economic loss of at least 5 million USD2000

For large centralized energy technologies, results are given for three 
major country aggregates, namely for OECD and non-OECD countries 
as well as EU 27. Such a distinction is meaningful because of the sub-
stantial differences in management, regulatory frameworks and general 
safety culture between highly developed countries (i.e., OECD and EU 
27) and the mostly less-developed non-OECD countries (Burgherr and 
Hirschberg, 2008). In the case of China, coal chain data were only ana-
lyzed for the years 1994 to 1999 when data on individual accidents from 
the China Coal Industry Yearbook (CCIY) were available, indicating that 
previous years were subject to substantial underreporting (Hirschberg 
et al., 2003a,b). For the period 2000 to 2009, only annual totals of coal 
chain fatalities from CCIY were available, which is why they were not 
combined with the data from the previous period. For renewable energy 
technologies except hydropower, estimates can be considered represen-
tative for developed countries (e.g., OECD and EU 27).

Comparisons of the various energy chains were based on data normal-
ized to the unit of electricity production. For fossil energy chains the 
thermal energy was converted to an equivalent electrical output using 
a generic efficiency factor of 0.35. For nuclear, hydropower and new 
renewable technologies the normalization is straightforward since the 
generated product is electrical energy. The Gigawatt-electric-year 
(GWe yr) was chosen because large individual plants have capacities 
in the neighbourhood of 1 GW of electrical output (GWe ). This makes 
the GWe yr a natural unit to use when presenting normalized indica-
tors generated within technology assessments.

A.II.6  Regional definitions and country 
groupings

The IPCC SRREN uses the following regional definitions and country 
groupings, largely based on the definitions of the World Energy Outlook 
2009 (IEA, 2009). Grouping names and definitions vary in the published 
literature, and in the SRREN in some instances there may be slight devi-

ations from the standard below. Alternative grouping names that are 
used in the SRREN are given in parenthesis.

Africa 

Algeria, Angola, Benin, Botswana, Burkina Faso, Burundi, Cameroon, 
Cape Verde, Central African Republic, Chad, Comoros, Congo, Democratic 
Republic of Congo, Côte d’Ivoire, Djibouti, Egypt, Equatorial Guinea, 
Eritrea, Ethiopia, Gabon, Gambia, Ghana, Guinea, Guinea-Bissau, 
Kenya, Lesotho, Liberia, Libya, Madagascar, Malawi, Mali, Mauritania,  
Mauritius, Morocco, Mozambique, Namibia, Niger, Nigeria, Reunion, 
Rwanda, Sao Tome and Principe, Senegal, Seychelles, Sierra Leone, 
Somalia, South Africa, Sudan, Swaziland, United Republic of Tanzania, 
Togo, Tunisia, Uganda, Zambia and Zimbabwe.

Annex I Parties to the United Nations Framework Convention on 
Climate Change

Australia, Austria, Belarus, Belgium, Bulgaria, Canada, Croatia, 
Czech Republic, Denmark, Estonia, Finland, France, Germany, Greece,  
Hungary, Iceland, Ireland, Italy, Japan, Latvia, Liechtenstein, Lithuania,  
Luxembourg, Monaco, Netherlands, New Zealand, Norway, Poland,  
Portugal, Romania, Russian Federation, Slovak Republic, Slovenia, Spain, 
Sweden,  Switzerland, Turkey, Ukraine, United Kingdom and United 
States.

Eastern Europe/Eurasia (also sometimes referred to as 
‘Transition Economies’)

Albania, Armenia, Azerbaijan, Belarus, Bosnia and Herzegovina, 
Bulgaria, Croatia, Estonia, Georgia, Kazakhstan, Kyrgyzstan, Latvia,  
Lithuania, the former Yugoslav Republic of Macedonia, the Republic  
of Moldova, Romania, Russian Federation, Serbia, Slovenia, Tajikistan, 
Turkmenistan, Ukraine, and Uzbekistan. For statistical reasons, 
this region also includes Cyprus, Gibraltar and Malta.

European Union

Austria, Belgium, Bulgaria, Cyprus, Czech Republic, Denmark,  Estonia, 
Finland, France, Germany, Greece, Hungary, Ireland, Italy, Latvia,  
Lithuania, Luxembourg, Malta, Netherlands, Poland, Portugal, Romania, 
Slovak  Republic, Slovenia, Spain, Sweden and United Kingdom.

G8

Canada, France, Germany, Italy, Japan, Russian Federation, United 
Kingdom and United States.

Latin America

Antigua and Barbuda, Aruba, Argentina, Bahamas, Barbados, Belize, 
Bermuda, Bolivia, Brazil, the British Virgin Islands, the Cayman Islands, 
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Table A.II.5 | Overview of data sources and assumptions for the calculation of fatality rates and maximum consequences.

Coal

• ENSAD database at PSI; severe (≥5 fatalities) accidents.1 

• OECD: 1970-2008; 86 accidents; 2,239 fatalities. EU 27: 1970-2008; 45 accidents; 989 fatalities. Non-OECD without China: 1970-2008; 163 accidents; 5.808 fatalities 
(Burgherr et al., 2011). 
Previous studies: Hirschberg et al. (1998); Burgherr et al. (2004, 2008).

• China (1994-1999): 818 accidents; 11,302 fatalities (Hirschberg et al., 2003a; Burgherr and Hirschberg, 2007).
• China (2000-2009): for comparison, the fatality rate in the period 2000 to 2009 was calculated based on data reported by the State Administration of Work Safety 

(SATW) of China.2 Annual values given by SATW correspond to total fatalities (i.e., severe and minor accidents). Thus for the fatality rate calculation it was assumed 
that fatalities from severe accidents comprise 30% of total fatalities, as has been found in the China Energy Technology Program (Hirschberg et al., 2003a; Burgherr 
and Hirschberg, 2007). Chinese fatality rate (2000-2009) = 3.14 fatalities/GWeyr.

Oil

• ENSAD database at PSI; severe (≥5 fatalities) accidents.1 
• OECD: 1970-2008; 179 accidents; 3,383 fatalities. EU 27: 1970-2008; 64 accidents; 1,236 fatalities. Non-OECD: 1970-2008; 351 accidents; 19,376 fatalities (Burgherr 

et al., 2011). 
Previous studies: Hirschberg et al. (1998); Burgherr et al. (2004, 2008).

Natural Gas

• ENSAD database at PSI; severe (≥5 fatalities) accidents.1  
• OECD: 1970-2008; 109 accidents; 1,257 fatalities. EU 27: 1970-2008; 37 accidents; 366 fatalities. Non-OECD: 1970-2008; 77 accidents; 1,549 fatalities (Burgherr et al., 2011).

Previous studies: Hirschberg et al. (1998); Burgherr et al. (2004, 2008); Burgherr and Hirschberg (2005).

Nuclear

• Generation II (Gen. II) - Pressurized Water Reactor, Switzerland; simplified Probabilistic Safety Assessment (PSA) (Roth et al., 2009). 
• Generation III (Gen. III) - European Pressurized Reactor (EPR) 2030, Switzerland; simplified PSA (Roth et al., 2009). 

Available results for the above described EPR point towards significantly lower fatality rates (early fatalities (EF): 3.83E-07 fatalities/GWeyr; latent fatalities (LF): 
1.03E-05 fatalities/GWeyr; total fatalities (TF): 1.07E-05 fatalities/GWeyr) due to a range of advanced features, especially with respect to Severe Accident Management 
(SAM) active and passive systems. However, maximum consequences of hypothetical accidents may increase (ca. 48,800 fatalities) due to the larger plant size  
(1,600 MW) and the larger associated radioactive inventory.

• In the case of a severe accident in the nuclear chain, immediate or early (acute) fatalities are of minor importance and denote those fatalities that occur in a short time 
period after exposure, whereas latent (chronic) fatalities due to cancer dominate total fatalities (Hirschberg et al., 1998). Therefore, the above estimates for Gen. II and 
III include immediate and latent fatalities.

• Three Mile Island 2, TMI-2: The TMI-2 accident occurred as a result of equipment failures combined with human errors. Due to the small amount of radioactivity 
released, the estimated collective effective dose to the public was about 40 person-sievert (Sv). The individual doses to members of the public were extremely low:  
<1 mSv in the worst case. On the basis of the collective dose one extra cancer fatality was estimated. However, 144,000 people were evacuated from the area around 
the plant. For more information, see Hirschberg et al. (1998).

• Chernobyl: 31 immediate fatalities; PSA-based estimate of 9,000 to 33,000 latent fatalities (Hirschberg et al., 1998).
• PSI’s Chernobyl estimates for latent fatalities range from about 9,000 for Ukraine, Russia and Belarus to about 33,000 for the entire northern hemisphere in the next 

70 years (Hirschberg et al., 1998). According to a recent study by numerous United Nations organizations, up to 4,000 persons could die due to radiation exposure in 
the most contaminated areas (Chernobyl Forum, 2005). This estimate is substantially lower than the upper limit of the PSI interval, which, however, was not restricted 
to the most contaminated areas.

Hydro

• ENSAD Database at PSI; severe (≥5 fatalities) accidents.1  
• OECD: 1970-2008; 1 accident; 14 fatalities (Teton dam failure, USA, 1976). EU 27: 1970-2008; 1 accident; 116 fatalities (Belci dam failure, Romania, 1991) (Burgherr et 

al., 2011).
• Based on a theoretical model, maximum consequences for the total failure of a large Swiss dam range between 7,125 and 11,050 fatalities without pre-warning, but 

can be reduced to 2 to 27 fatalities with 2 hours pre-warning time (Burgherr and Hirschberg, 2005, and references therein).
• Non-OECD: 1970-2008; 12 accidents; 30,007 fatalities. Non-OECD without Banqiao/Shimantan 1970-2008; 11 accidents; 4,007 fatalities; largest accident in China 

(Banqiao/Shimantan dam failure, China, 1975) excluded (Burgherr et al., 2011).
• Previous studies: Hirschberg et al. (1998); Burgherr et al. (2004, 2008).

Photovoltaic (PV)

• Current estimates include only silicon (Si) technologies, weighted by their 2008 market shares, i.e., 86% for c-Si and 5.1% for a-Si/u-Si.
• The analysis covers risks of selected hazardous substances (chlorine, hydrochloric acid, silane and trichlorosilane) relevant in the Si PV life cycle.
• Accident data were collected for the USA (for which a good coverage exists), and for the years 2000 to 2008 to ensure that estimates are representative of currently 

operating technologies.
• Database sources: Emergency Response Notification System, Risk Management Plan, Major Hazard Incident Data Service, Major Accidents Reporting System, Analysis 

Research and Information on Accidents, Occupational Safety and Health Update. 
• Since collected accidents were not only from the PV sector, the actual PV fatality share was estimated, based on the above substance amounts in the PV sector as a 

share of the total USA production, as well as data from the ecoinvent database.
• Cumulated fatalities for the four above substances were then normalized to the unit of energy production using a generic load factor of 10% (Burgherr et al., 2008).
• Assumption that 1 out of 100 accidents is severe.3

• Current estimate for fatality rate: Burgherr et al. (2011).
• Maximum consequences represent an expert judgment due to limited historical experience (Burgherr et al., 2008).
• Previous studies: Hirschberg et al. (2004b); Burgherr et al. (2008); Roth et al. (2009).
• Other studies: Ungers et al. (1982); Fthenakis et al. (2006); Fthenakis and Kim (2010).

Continued next Page  
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Chile, Colombia, Costa Rica, Cuba, Dominica, the Dominican Republic, 
Ecuador, El Salvador, the Falkland Islands, French Guyana, Grenada, 
Guadeloupe, Guatemala, Guyana, Haiti, Honduras, Jamaica, Martinique, 
Montserrat, Netherlands Antilles, Nicaragua, Panama, Paraguay, Peru, 
St. Kitts and Nevis, Saint Lucia, Saint Pierre et Miquelon, St. Vincent and 
the Grenadines, Suriname, Trinidad and Tobago, the Turks and Caicos 
Islands, Uruguay and Venezuela.

Middle East

Bahrain, the Islamic Republic of Iran, Iraq, Israel, Jordan, Kuwait, 
Lebanon, Oman, Qatar, Saudi Arabia, Syrian Arab Republic, the United 
Arab Emirates and Yemen. It includes the neutral zone between Saudi 
Arabia and Iraq.

Wind Onshore

• Data sources: Windpower Death Database (Gipe, 2010) and Wind Turbine Accident Compilation (Caithness Windfarm Information Forum, 2010).
• Fatal accidents in Germany in the period 1975-2010; 10 accidents; 10 fatalities. 3 car accidents, where driver distraction from wind farm is given as reason, were 

excluded from the analysis.
• Assumption that 1 out of 100 accidents is severe.3 
• Current estimate for fatality rate: Burgherr et al. (2011). 
• Maximum consequences represent an expert judgment due to limited historical experience (Roth et al., 2009).
• Previous study: Hirschberg et al. (2004b).

Wind Offshore

• Data sources: see onshore above.
• Up to now there were 2 fatal accidents during construction in the UK (2009 and 2010) with 2 fatalities, and 2 fatal accidents during research activities in the USA 

(2008) with 2 fatalities. 
• For the current estimate, only UK accidents were used, assuming a generic load factor of 0.43 (Roth et al., 2009) for the currently installed capacity of 1,340 MW 

(Renewable UK, 2010).
• Assumption that 1 out of 100 accidents is severe.3

• Current estimate for fatality rate: Burgherr et al. (2011).
• Maximum consequences: see onshore above.

Biomass: Combined Heat and Power (CHP) Biogas

• ENSAD Database at PSI; severe (≥5 fatalities) accidents.1 Due to limited historical experience, the CHP Biogas fatality rate was approximated using natural gas 
accident data from the local distribution chain stage. 

• OECD: 1970-2008; 24 accidents; 260 fatalities (Burgherr et al., 2011).
• Maximum consequences represent an expert judgment due to limited historical experience (Burgherr et al., 2011).
• Previous studies: Roth et al. (2009).

Enhanced Geothermal System (EGS)

• For the fatality rate calculations, only well drilling accidents were considered. Due to limited historical experience, exploration accidents in the oil chain were used as a 
rough approximation because of similar drilling equipment. 

• ENSAD Database at PSI; severe (≥5 fatalities) accidents.1

• OECD: 1970-2008; oil exploration, 7 accidents; 63 fatalities (Burgherr, et al. 2011).
• For maximum consequences an induced seismic event was considered to be potentially most severe. Due to limited historical experience, the upper fatality boundary 

from the seismic risk assessment of the EGS project in Basel (Switzerland) was taken as an approximation (Dannwolf and Ulmer, 2009).
• Previous studies: Roth et al. (2009).

Notes: 1. Fatality rates are normalized to the unit of energy production in the corresponding country aggregate. Maximum consequences correspond to the most deadly accident that 
occurred in the observation period. 2. Data from SATW for the years 2000 to 2005 were reported in the China Labour News Flash No. 60 (2006-01-06) available at www.china-labour.
org.hk/en/node/19312 (accessed December 2010). SATW data for the years 2006 to 2009 were published by Reuters, available at www.reuters.com/article/idUSPEK206148 (2006), 
uk.reuters.com/article/idUKPEK32921920080112 (2007), uk.reuters.com/article/idUKTOE61D00V20100214 (2008 and 2009), (all accessed December 2010). 3. For example, the rate 
for natural gas in Germany is about 1 out of 10 (Burgherr and Hirschberg, 2005), and for coal in China about 1 out of 3 (Hirschberg et al., 2003b). 

Non-OECD Asia (also sometimes referred to as ‘developing 
Asia’)

Afghanistan, Bangladesh, Bhutan, Brunei Darussalam, Cambodia, China, 
Chinese Taipei, the Cook Islands, East Timor, Fiji, French Polynesia, India, 
Indonesia, Kiribati, the Democratic People’s Republic of Korea, Laos, 
Macau, Malaysia, Maldives, Mongolia, Myanmar, Nepal, New Caledonia, 
Pakistan, Papua New Guinea, the Philippines, Samoa, Singapore, 
Solomon Islands, Sri Lanka, Thailand, Tonga, Vietnam and Vanuatu.

North Africa

Algeria, Egypt, Libyan Arab Jamahiriya, Morocco and Tunisia.
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OECD – Organisation for Economic Cooperation and 
Development

OECD Europe, OECD North America and OECD Pacific as listed below. 
Countries that joined the OECD in 2010 (Chile, Estonia, Israel and 
Slovenia) are not yet included in the statistics used in this report.

OECD Europe

Austria, Belgium, the Czech Republic, Denmark, Finland, France, 
Germany, Greece, Hungary, Iceland, Ireland, Italy, Luxembourg, the 
Netherlands, Norway, Poland, Portugal, the Slovak Republic, Spain, 
Sweden, Switzerland, Turkey and the United Kingdom.

OECD North America
Canada, Mexico and the United States.

OECD Pacific
Australia, Japan, Korea and New Zealand.

OPEC (Organization of Petroleum Exporting Countries)
Algeria, Angola, Ecuador, Islamic Republic of Iran, Iraq, Kuwait, Libya, 
Nigeria, Qatar, Saudi Arabia, United Arab Emirates and Venezuela.

Sub-Saharan Africa
Africa regional grouping excluding the North African regional grouping 
and South Africa. 

A.II.7  General conversion factors for energy

Table A.II.6 provides conversion factors for a variety of energy-related 
units.

Table A.II.6 | Conversion factors for energy units (IEA, 2010b).

To: TJ Gcal Mtoe MBtu GWh

From: multiply by:

TJ 1 238.8 2.388 x 10-5 947.8 0.2778

Gcal 4.1868 x 10-3 1 10-7 3.968 1.163 x 10-3

Mtoe 4.1868 x 104 107 1 3.968 x 107 11,630

MBtu 1.0551 x 10-3 0.252 2.52 x 10-8 1 2.931 x 10-4

GWh 3.6 860 8.6 x 10-5 3,412 1

Notes: MBtu: million British thermal unit; GWh: gigawatt hour; Gcal: gigacalorie; 
TJ: terajoule; Mtoe: megatonne of oil equivalent.
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The levelized cost of electricity (LCOE), heat (LCOH) and transport 
fuels (LCOF)3 are calculated based on the data compiled here and the 
methodology described in Annex II, using three different real discount 
rates (3, 7 and 10%). They represent the full range of possible levelized 
cost values resulting from the lower and upper bounds of input data in 
this table. More precisely, the lower bound of the levelized cost ranges is 
based on the low ends of the ranges of investment, operation and main-
tenance (O&M) and (if applicable) feedstock cost and the high ends of 
the ranges of capacity factors and lifetimes as well as (if applicable) the 
high ends of the ranges of conversion efficiencies and by-product rev-
enue stated in this table. The higher bound of the levelized cost ranges 
is accordingly based on the high end of the ranges of investment, O&M 
and (if applicable) feedstock costs and the low end of the ranges of 
capacity factors and lifetimes as well as (if applicable) the low ends of 
the ranges of conversion efficiencies and by-product revenue.4

These levelized cost figures (violet parts of the tables) are discussed in 
Sections 1.3.2 and 10.5.1 of the main report. Most technology chapters 
(Chapters 2 through 7) provide more detail on the sensitivity of the lev-
elized costs to particular input parameters beyond discount rates (see 
in particular Sections 2.7, 3.8, 4.7, 5.8, 6.7 and 7.8). These sensitivity 
analyses provide additional insights into the relative weight of the large 
number of parameters that determine the levelized costs under more 
specific conditions.

In addition to the technology-specific sensitivity analysis in the respec-
tive chapters (Chapters 2 through 7) and the discussions in Sections 
1.3.2 and 10.5.1, Figures A.III.2 through A.III.4 (a, b) show the sensitivity 
of the levelized cost in a complementary way using so-called tornado 
graphs (Figures A.III.2 through A.III.4 a) as well as their ‘negatives’ 
(Figures A.III.2 through A.III.4 b). 

Figures A.III.1a and A.III.1b show schematic versions of the tornado 
graphs and their ‘negatives’, respectively, explaining how to read them 
correctly.

3 The levelized cost represents the cost of an energy generating system over its life-
time. It is calculated as the per unit price at which energy must be generated from 
a specific source over its lifetime to break even. The levelized costs usually include 
all private costs that accrue upstream in the value chain, but they do not include the 
downstream cost of delivery to the final customer, the cost of integration, or external 
environmental or other costs. Subsidies for RE generation and tax credits are not 
included. However, indirect taxes and subsidies on inputs or commodities affecting 
the prices of inputs and, hence, private cost, cannot be fully excluded.

4 This approach assumes that input parameters to the LCOE/LCOH/LCOF calculation 
are independent from each other. This is a simplifying assumption that implies that 
the lower ranges of LCOE/LCOH/LCOF (as a combination of best-case input values) 
may in some cases be lower than is most often the case, while the upper range of 
LCOE/LCOH/LCOFs (as a combination of worst-case input values) may in some cases 
be higher than what is generally considered economically attractive from a private 
investors’ perspective. The extent to which this approach introduces a structural bias 
in the LCOE/LCOH/LCOF ranges, however, is reduced by taking a rather conservative 
approach to the range of input values (partly involving expert judgement), that is, by 
restricting input values roughly to the medium 80% range where possible.

Annex III   Recent Renewable Energy Cost and  
 Performance Parameters

Annex III is intended to become a ‘living document’, which will be 
updated in the light of new information in order to serve as an input to 
the IPCC Fifth Assessment Report (AR5). Scientists that are interested in 
supporting this process are invited to contact the IPCC WG III Technical 
Support Unit (TSU) (using srren_cost@ipcc-wg3.de) in order to get fur-
ther information concerning the submission process.1 Comments and 
new data input will be considered for inclusion in Volume 3 of the IPCC 
AR5 according to the procedures of the IPCC review system.

This Annex contains recent cost and performance parameter informa-
tion for currently commercially available renewable power generation 
technologies (Table A.III.1), heating technologies (Table A.III.2) and bio-
fuel production processes (Table A.III.3). It summarizes information that 
determines the levelized cost of energy or energy carriers supplied by 
the respective technologies. 

The input ranges are based on assessments of various studies by authors 
of the respective technology chapters (Chapters 2 through 7). If not 
stated otherwise, the data ranges provided here are worldwide aggre-
gates. Data are generally for 2008, but can be as recent as 2009. They 
represent roughly the mid-80% of values found in the literature, hence, 
excluding outliers. The availability and quality of different sources of 
data varies significantly across individual technologies for a variety of 
reasons.2 Some expert judgment is therefore required to determine data 
ranges that are representative of particular classes of technologies and 
specific periods of time and valid globally.

The references to specific information are quoted in the footnotes. If the 
full dataset is based on one particular reference, it is included in the ref-
erence column of the green part of the table. Further information on the 
data reported in the table is provided in the footnotes and in Chapters 
2 through 7 (see in particular Sections 2.7, 3.8, 4.7, 5.8, 6.7 and 7.8).

1 No individual responses can be guaranteed, but all emails as well as relevant mate-
rial attached to those emails will be archived and made available in appropriate form 
to the authors involved in the AR5 process.

2 No standardized uncertainty language has been used in this report. Nonetheless, the 
authors of this Annex have carefully assessed available data and highlighted data 
limitations and uncertainties in the footnotes. A fair impression of the breadth of the 
reference base can be deduced from the list of references in this Annex.
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Figure A.III.1a | Tornado graph. Starting from the medium levelized cost value at a 7% interest rate, a broader range of levelized cost values becomes possible if individual parameters 
are varied over the full of range of values that these parameters may take on under different conditions. If the LCOE/LCOH/LCOF of a technology is very sensitive to variation of a 
particular parameter, then the corresponding bar will be broad. This means that a variation of that particular parameter may lead to LCOE/LCOH/LCOF values that can deviate strongly 
from the medium LCOE/LCOH/LCOF value. If the LCOE/LCOH/LCOF of a technology is robust for variations of the respective parameter, the bars will be narrow and only slight devia-
tions from the medium LCOE/LCOH/LCOF value may result from variation of that parameter. Note, however, that no or narrow bars may also be the result of no or limited variation of 
the input parameters.

Levelized Cost
of Electricity,
Heat or Fuels

Technology A

Medium Levelized Cost Value 
of Technology A.

This is the value that results from
using the arithmetic averages of
the input parameter values stated
in the data tables and a 7% discount
rate to compute the levelized cost.

This is the range of possible levelized cost 
values that results for technology A, if only the 
dark red parameter is NOT set to its arithmetic 
average, BUT varied from its lowest  to its 
highest value.

Figure A.III.1b | ‘Negative’ of tornado graph. Starting from the low and high bounds of the full range of levelized cost values at a 3% and 10% interest rate, respectively, a narrower 
range of levelized cost values remains possible if individual parameters are fixed at their respective medium values. If the LCOE/LCOH/LCOF of a technology is very sensitive to varia-
tions of a particular parameter, then the corresponding bar that remains will be narrowed to a large degree. Such parameters are of particular importance in determining the LCOE/
LCOH/LCOF under more specific conditions. If the LCOE/LCOH/LCOF of a technology is robust for variations of the respective parameter, the remaining range will remain close to the 
full range of possible LCOE/LCOH/LCOF values. Such parameters are of less importance in determining the LCOE/LCOH/LCOF more precisely. Note, however, that no or small deviations 
from the full range may also be the result of no or limited variation of the input parameters.

Levelized Cost
of Electricity,
Heat or Fuels

Technology A

This is the narrower range of

possible levelized cost values

that results for technology A, if

only the blue parameter is set to

its arithmetic average, while all

others vary freely.

This is the full range of 

possible levelized cost 

values for technology A.
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Annex III Recent Renewable Energy Cost and Performance Parameters
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xviii Heat output used for hot water is 12.95 GJ of heat per MWh electricity.

xix ICE: Internal combustion engine.

xx Heat output used for hot water is in the range of 2.373 to 10.86 GJ/MWh.

Direct solar energy – photovoltaic (PV) systems:

xxi In 2009, wholesale factory PV module prices decreased by more than 50%. As a result, the market prices for installed PV systems in Germany, the most competitive market, 
decreased by over 30% in 2009 compared to about 10% in 2008 (see Section 3.8.3). 2009 market price data from Germany is used as the lower bound for investment 
costs of residential rooftop systems (Bundesverband Solarwirtschaft e.V., 2010) and for utility-scale fixed tilt systems (Bloomberg, 2010). Based on US market data for 
2008 and 2009, larger, commercial rooftop systems are assumed to have a 5% lower investment cost than the smaller, residential rooftop systems (NREL, 2011b; see also 
section 3.8.3). Tracking systems are assumed to have a 15-20% higher investment cost than the one-axis, non-tracking systems considered here (NREL, 2011a; see also 
Section 3.8.3). Capacity-weighted averages of investment costs in the USA in 2009 (NREL, 2011b) are used as upper bound to capture the investment cost ranges typical of 
roughly 80% of global installations in 2009 (see Section 3.4.1 and Section 3.8.3).

xxii O&M costs of PV systems are low and are given in a range between 0.5 and 1.5% annually of the initial investment costs (Breyer et al., 2009; IEA, 2010c).

xxiii The main parameter that influences the capacity factor of a PV system is the actual annual solar irradiation in kWh/m²/yr at a given location and the type of system. Capacity 
factors of some recently installed systems are provided in Sharma (2011).

xxiv The upper limit of utility-scale PV systems represents current status. Much larger systems (up to 1 GW) are in the proposal and development phase and might be realized within 
the next decade.

Direct solar energy – concentrating solar power (CSP):

xxv Project sizes of CSP plants can minimally match the size of a single power generating system (e.g., a 25 kW dish/engine system). However, the range provided is typical for 
projects being built or proposed today. ‘Power Parks’ consisting of multiple CSP plants in a single location are also being proposed at sizes of up to or exceeding 1 GW (4 x 
250 MW).

xxvi Cost ranges are for parabolic trough plants with six hours of thermal energy storage in 2009. Investment cost includes direct plus indirect costs where indirect costs include 
engineering, procurement and construction mark-up, owner costs, land, and taxes. Investment costs are lower for plants without storage and higher for plants with larger 
storage capacity. The IEA (2010a) estimates investment costs as low as USD2005 3,800/kW for plants without storage and as high as USD2005 7,600/kW for plants with large 
storage (assumed currency base year: 2009). Capacity factors vary as well, if thermal storage is installed (see note xxviii).

xxvii The IEA (2010a) states O&M costs relative to energy output as US¢ 1.2 to 2.7/kWh (assumed currency base year: 2009). Depending on actual energy output this may result 
in lower or higher annual O&M cost compared to the range stated here.

xxviii Capacity factor for a parabolic trough plant with six hours of thermal energy storage for solar resource classes typical of the southwest USA. Depending on the size of the 
thermal storage capacity, capacity factors as well as investment costs vary substantially. Apart from the Solar Electric Generating Station plants in California, new CSP plants 
only became operational from 2007 onwards, thus few actual performance data are available and most of the literature just gives estimated or predicted capacity factors. 
Sharma (2011) reports multi-year (1998-2002) average capacity factors of 12.4 to 27.7% for plants without thermal storage, but with natural gas backup. The IEA (2010a) 
states that plants in Spain with 15 hours of storage may produce up to 6,600 hours per year. This is equivalent to a 75% capacity factor, if production occurs at full capacity 
during the 6,600 hours. Larger storage also increases investment costs (see note xxvi).

Geothermal energy:

xxix Investment cost includes: exploration and resource confirmation; drilling of production and injection wells; surface facilities and infrastructure; and the power plant. For 
expansion projects (i.e., new plants in the same geothermal field) investment costs can be 10 to 15% lower (see Section 4.7.1). Investment cost ranges are based on 
Bromley et al. (2010) (see also Figure 4.7).

xxx O&M costs are based on Hance (2005). In New Zealand, O&M costs range from US¢ 1 to 1.4/kWh for 20 to 50 MWe plant capacity (Barnett and Quinlivan, 2009), which are 
equivalent to USD 83 to 117/kW/yr, i.e. considerably lower than those given by Hance (2005). For further information see Section 4.7.2.

xxxi The current (data for 2008-2009) worldwide capacity factor (CF) for condensing (flash) and binary-cycle plants in operation is 74.5%. Excluding some outliers, the lower and 
upper bounds can be estimated as 60 and 90%. Typical CFs for new geothermal power plants are over 90% (Hance, 2005; DiPippo, 2008; Bertani, 2010). The worldwide 
average CF for 2020 is projected to be 80%, and could be 85% in 2030 and as high as 90% in 2050 (see Sections 4.7.3 and 4.7.5).

xxxii 25 to 30 years is the common lifetime of geothermal power plants worldwide. This payback period allows for refurbishment or replacement of the aging surface plant at 
the end of its lifetime, but is not equivalent to the economic resource lifetime of the geothermal reservoir, which is typically much longer (e.g., Larderello, Wairakei, The 
Geysers: Section 4.7.3). In some reservoirs, however, the possibility of resource degradation over time is one of several factors that affect the economics of continuing plant 
operation.

Hydropower:

xxxiii The mid-80% of project sizes is not well documented for hydropower. The range stated here is indicative of the full range of project sizes. Hydropower projects are always 
site-specific as they are designed to use the flow and head at each site. Therefore, projects can be very small, down to a few kW in a small stream, and up to several 
thousand MW, for example 18,000 MW for the Three Gorges project in China (which will be 22,400 MW when completed) (see Section 5.1.2). 90% of the installed 
hydropower capacity and 94% of hydropower energy production today is in hydropower plants >10 MW in size (IJHD, 2010).

xxxiv The investment cost for hydropower projects can be as low as USD 400 to 500/kW but most realistic projects today lie in the range of USD 1,000 to 3,000/kW (Section 
5.8.1).

xxxv O&M costs are usually given as a percentage of investment cost for hydropower projects. Typical values range from 1 to 4%, while the table relies on an average value of 
2.5% applied to the range of investment costs. This will usually be sufficient to cover refurbishment of mechanical and electrical equipment like turbine overhaul, generator 
rewinding and reinvestments in communication and control systems (Section 5.8.1).

Continued next page  
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xxxvi Capacity factors (CF) will be determined by hydrological conditions, installed capacity and plant design, and the way the plant is operated (i.e., the degree of plant output 
regulation). For power plant designs intended for maximum energy production (base-load) and with some regulation, CFs will often be from 30 to 60%. Figure 5.20 shows 
average CFs for different world regions. For peaking-type power plants the CF will be much lower, down to 20%, as these stations are designed with much higher capacity 
in order to meet peaking needs. CFs for run-of-river systems vary across a wide range (20 to 95%) depending on the geographical and climatological conditions, technology 
and operational characteristics (see Section 5.8.3).

xxxvii Hydropower plants in general have very long physical lifetimes. There are many examples of hydropower plants that have been in operation for more than 100 years, with 
regular upgrading of electrical and mechanical systems but no major upgrades of the most expensive civil structures (dams, tunnels, etc.). The IEA (2010d) reports that many 
plants built 50 to 100 years ago are still operating today. For large hydropower plants, the lifetime can, hence, safely be set to at least 40 years, and an 80-year lifetime is 
used as upper bound. For small-scale hydropower plants the typical lifetime can be set to 40 years, in some cases even less. The economic design lifetime may differ from 
actual physical plant lifetimes, and will depend strongly on how hydropower plants are owned and financed (see Section 5.8.1).

Ocean Energy:

xxxviii The data supplied for tidal range power plants are based on a very small number of installations (see subsequent footnotes). Therefore, all data should be considered with 
appropriate caution.

xxxix The only utility-scale tidal power station in the world is the 240 MW La Rance power station, which has been in successful operation since 1966. Other smaller projects have 
been commissioned since then in China, Canada and Russia with 3.9 MW, 20 MW and 0.4 MW, respectively. The 254 MW Sihwa barrage is expected to be commissioned 
in 2011 and will then become the largest tidal power station in the world. Numerous projects have been identified, some of them with very large capacities, including in the 
UK (Severn Estuary, 9.3 GW), India (1.8 GW), Korea (740 MW) and Russia (the White Sea and Sea of Okhotsk, 28 GW). None have been considered to be economic yet and 
many of them face environmental objections (Kerr, 2007). The projects at the Severn Estuary have been evaluated by the UK government and recently been deferred.

xl An earlier assessment suggests capacity factors in the range of 25 to 35% (Charlier, 2003).

xli Tidal barrages resemble hydropower plants, which in general have very long design lives. Many hydropower plants have been in operation for more than 100 years, with regular 
upgrading of electro-mechanical systems but no major upgrades of the most expensive civil structures (dams, tunnels etc). Tidal barrages are therefore assumed to have a 
similar economic design lifetime as large hydropower plants, which can safely be set to at least 40 years (see Chapter 5).

Wind energy:

xlii Typical size of the device is taken as the power plant (not turbine) size. For onshore wind energy, 5 to 300 MW plants were common from 2007 to 2009, though both smaller 
and larger plants are prevalent. For offshore wind energy, 20 to 120 MW plants were common from 2007 to 2009, though much larger plant sizes are expected in the 
future. As a modular technology, a wide range of plant sizes is common, driven by market and geographic conditions.

xliii The lowest cost onshore wind power plants have been installed in China, with higher costs experienced in the USA and Europe. The range reflects the majority of onshore wind 
power plants installed worldwide in 2009 (the most recent year for which solid data exist as of writing), but plants installed in China have average costs that can be even 
below this range (USD 1,000 to 1,350/kW is common in China). In most cases, the investment cost includes the cost of the turbines (turbines, transportation to site, and 
installation), grid connection (cables, sub-station, interconnection, but not more general transmission expansion costs), civil works (foundations, roads, buildings), and other 
costs (engineering, licensing, permitting, environmental assessments, and monitoring equipment).

xliv Capacity factors depend in part on the strength of the underlying wind resource, which varies by region and site, as well as by turbine design.

xlv Modern wind turbines that meet International Electrotechnical Commission standards are designed for a 20-year life, and turbine lifetimes may even exceed 20 years if O&M 
costs remain at an acceptable level. Wind power plants are typically financed over a 20-year time period.

xlvi For offshore wind power plants, the range in investment costs includes the majority of offshore wind power plants installed in the most recent years (through 2009) as well 
as those plants planned for completion in the early 2010s. Because costs have risen in recent years, using the cost of recent and planned projects reasonably reflects 
the ‘current’ cost of offshore wind power plants. In most cases, the investment cost includes the cost of the turbines (turbines, transportation to site, and installation), 
grid connection (cables, sub-station, interconnection, but not more general transmission expansion costs), civil works (foundations, roads, buildings), and other costs 
(engineering, licensing, permitting, environmental assessments, and monitoring equipment).
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Figure A.III.2a | Tornado graph for renewable power technologies. For further explanation see Figure A.III.1a. 
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Figure A.III.2b | ‘Negative’ of tornado graph for renewable power technologies. For further explanation see Figure A.III.1b.

Note: The upper bounds of both geothermal energy technologies are calculated based on an assumed construction time of 4 years. In the simplified approach used for the sensitivity 
analysis shown here, this assumption was not taken into account, resulting in upper bounds that were below those based on the more accurate methodology. The ranges were rescaled, 
however, to yield the same results as the more accurate approach.
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Bioenergy:

iv DPH: Domestic pellet heating.

v This range is typical of a low-energy single family dwelling (5 kW) or an apartment building (100  kW).

vi Investment costs of a biomass pellet heating system for the combustion plant only (including controls) range from USD2005 100 to 640/kW. The higher range stated above 
includes civil works and fuel and heat storage (IEA, 2007).

vii Fixed annual O&M costs include costs of auxiliary energy. Auxiliary energy needs are 10 to 20 kWh/kWth/yr. Electricity prices are assumed to be USD2005 0.1 to 0.3/kWh. O&M 
costs for CHP options include heat share only.

viii The abbreviation ‘N/A’ means here ‘not applicable’.

ix MSW: Municipal solid waste.

x CHP: Combined heat and power.

xi Typical size based on expert judgment and cost data from IEA (2007). 

xii Investment costs for CHP options include heat share only. The electricity data in Table A.III.1 provides examples of total investment cost (see Section 2.4.4).

xiii Investment costs of MSW installations are mainly determined by the cost of flue gas cleaning, which can be allocated to waste treatment rather than to heat production (IEA, 
2007).

xiv Heat-only MSW incinerators (as used in Denmark and Sweden) could have a thermal efficiency of 70 to 80%, but are not considered (IEA, 2007).

xv The ranges provided in this category are mainly based on two plants in Denmark and Austria and have been taken from IEA (2007).

xvi Investment costs for anaerobic digestion are based on literature values provided relative to electric capacity. For conversion to thermal capacity an electric efficiency of 37% and 
a thermal efficiency of 55% were used (IEA, 2007).

xvii For anaerobic digestion, fuel prices are based on a mix of green crop maize and manure feedstock. Other biogas feedstocks include source-separated wastes and landfill gas, but 
are not considered here (IEA, 2007).

xviii Conversion efficiencies include auxiliary heat input (8 to 20% for process heat) as well as use of any co-substrate that might increase process efficiency. For source-separated 
wastes, the efficiency would be lower (IEA, 2007).

Solar Energy:

xix DHW: Domestic hot water.

xx 1 m² of collector area is converted into 0.7 kWth of installed capacity (see Section 3.4.1).

xxi 70% of the 13.5 million m² sales volume in 2004 was sold below Yuan 1,500/m² (USD2005 ~190/kW) (Zhang et al., 2010). The lower bound is based on data collected during 
standardized interviews in the Zhejiang Province, China, in 2008 (Han et al., 2010). The higher bound is based on Chang et al. (2011).

xxii Fixed annual operating cost is assumed to be 1 to 3% of investment cost (IEA, 2007) plus annual cost of auxiliary energy. Annual auxiliary energy needs are 2 to 10 kWh/m². 
Electricity prices are assumed to be USD2005 0.1 to 0.3/kWh.

xxiii The conversion efficiency of a solar thermal system tends to be larger in regions with lower solar irradiance. This partly offsets the negative effect of lower solar irradiance on 
cost as energy yields per m² of collector area will be similar (Harvey, 2006, p. 461). Conversion efficiencies, which affect the resulting capacity factor, have not been used in 
LCOH calculations directly.

xxiv Capacity factors are based on an assumed annual energy yield of 250 to 800 kWh/m² (IEA, 2007).

xxv Expected design lifetimes for Chinese solar water heaters are in the range of 10 to 15 years (Han et al., 2010).

Geothermal energy:

xxvi For geothermal heat pumps (GHP) the bounds of investment costs include residential and commercial or institutional installations. For commercial and institutional installations, 
costs are assumed to include drilling costs, but for residential installations drilling costs are not included.

xxvii Average O&M costs expressed in USD2005/kWhth are: 0.03 to 0.04 for building and district heating and for aquaculture uncovered ponds, 0.02 to 0.03 for greenhouses, and 
0.028 to 0.032 for GHP.
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Figure A.III.3a | Tornado graph for renewable heat technologies. For further explanation see Figure A.III.1a.

Note: It may be somewhat misleading that solar thermal and geothermal heat applications do not show any sensitivity to variations in conversion efficiencies. This is due to the fact 
that the energy input for solar and geothermal has zero cost and that the effect of higher conversion efficiencies of the energy input on LCOH works solely via an increase in annual 
output. Variations in annual output, in turn, are fully captured by varying the capacity factor.
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Figure A.III.3b | ‘Negative’ of tornado graph for renewable heat technologies. For further explanation see Figure A.III.1b.
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General remarks/notes:

i All data are rounded to two significant digits. Chapter 2 provides additional cost and performance information in the section on cost trends. The assumptions underlying some 
of the production cost estimates quoted directly from the literature may, however, not be as transparent as the data sets in this Annex and should therefore be considered 
with caution.

ii Investment cost is based on plant capacity factor and not at 100% stream factor, which is the normal convention.

iii The feedstock conversion efficiency measured in energy units of input relative to energy units of output is stated for biomass only. Conversion factors for a mixture of biomass 
and fossil inputs are generally lower.

iv LCOF: Levelized Cost of Transport Fuels. The levelized costs of transport fuels include all private costs that accrue upstream in the bioenergy system, but do not include the cost 
of transportation and distribution to the final customers. Output subsidies for RE generation and tax credits are also excluded. However, indirect taxes and subsidies on inputs 
or commodities affecting the prices of inputs and, hence, private cost, cannot be fully excluded.

v HHV: Higher heating value. LHV: Lower heating value.

vi Price of / revenue from sugar assumed to be USD2005 22/GJsugar based on average 2005 to 2008 world refined sugar price.

vii A cane sucrose content of 14% is used in the calculations of case A with the additional assumption that 50% of the total sucrose is used for sugar production (97% extraction 
efficiency) and the other 50% of the total sucrose is used for ethanol production (90% conversion efficiency). The bagasse content of cane used is 16%. The HHVs used are 
bagasse: 18.6 GJ/t; sucrose: 17.0 GJ/t; and as received cane: 5.3 GJ/t.

viii Brazilian feedstock costs have declined by 60% in the time period of 1975 to 2005 (Hettinga et al, 2009). For a more detailed discussion of historical and future cost trends see 
also Sections 2.7.2, 2.7.3 and 2.7.4.

ix 55.2% of feed used is bagasse. More detailed information on feedstock characteristics can, for instance, be found in Section 2.3.1.

x Caribbean Basin Initiative Countries: Guatemala, Honduras, Nicaragua, Dominican Republic, Costa Rica, El Salvador, Guyana, and others.

xi Mixed ethanol/sugar mill: 50/50. More detailed information on sugar mills can be found in Section 2.3.4.

xii DDGS: Distillers dried grains plus solubles.

xiii For international feed range, supply curves from Kline et al. (2007) were used. For more information on feedstock supply curves and other economic considerations in biomass 
resource assessments see Chapter section 2.2.3.

xiv Plant size range (140-550 MW is the equivalent of 25-100 million gallons per year (mmgpy) of anhydrous ethanol) is representative of the US corn ethanol industry (RFA, 2011).

xv Corn prices in the USA have declined by 63% in the period from 1975 to 2005 (Hettinga et al., 2009). For a more detailed discussion of historical and future cost trends see 
also Sections 2.7.2, 2.7.3 and 2.7.4.

xvi Based on corn mill costs, corrected for HHV, and distillers dried grain (DDG) yields for wheat. More detailed information on milling can be found in Section 2.3.4.

xvii Installation basis is soy oil, not soybeans. Crush spread is used to convert from soybean prices to soy oil price. HHV soy oil = 39.6 GJ/t.

xviii Glycerine is also referred to as glycerol and is a simple polyol compound (1,2,3-propanetriol), and is central to all lipids known as triglycerides. Glycerine is a by-product of 
biodiesel production.

xix The yield is higher than 100% because methanol (or other alcohol) is incorporated into the product.

xx Soy oil prices are estimated from soybean prices (Kline et al., 2007) and crush spread (Chicago Board of Trade, 2006).

xxi Process-derived gas and residual solids (char) are used for process heat and power. Excess electricity is exported as a by-product.

xxii Feedstock cost range is based on bagasse residue and wood residue prices (Kline et al. 2007). High range is for wood-based pyrolysis, low range is typical of pyrolysis of 
bagasse. For more information on pyrolysis see Section 2.3.3.2. For a discussion of historical and future cost trends see also Sections 2.7.2, 2.7.3 and 2.7.4.
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Figure A.III.4a | Tornado graph for biofuels. For further explanation see Figure A.III.1a.
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Figure A.III.4b | ‘Negative’ of tornado graph for biofuels. For further explanation see Figure A.III.1b.

Note: Aggregation of input data over various regions and subsequent LCOF calculations leads to slightly larger LCOF ranges than those obtained if region-specific LCOF values are 
calculated first and these regional LCOF values are subsequently aggregated. In order to allow for a broad sensitivity analysis the first approach was followed here. The broader ranges 
were, however, rescaled to yield the same results as the latter approach, which is more accurate and is used in the remainder of the report.
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“The Mitigation of Climate Change is one of the major challenges of the 21st century. The transition of our 
global energy system to one that supports a high share of renewable energy could be an integral part of 
humankind’s answer to this challenge. This report provides important groundwork for such a transition.”

– Hartmut Graßl, Former Director of the World Climate Research Programme, 
Max Planck Institute for Meteorology

“This report is a comprehensive and authoritative contribution to the debate about whether renewable energy 
can solve the climate problem in an economically attractive fashion. It’s a blueprint for further development 
of the renewables sector and sets out clearly its role in climate change mitigation.”

– Geoffrey Heal, Columbia Business School, Columbia University

“Renewable energy resources and the technologies to expand their use provide the key energy source to address 
multiple challenges of national and global sustainability for all. This report is invaluable for the 21st century.”

– Thomas B. Johansson, Lund University, Sweden, and Global Energy Assessment, IIASA

“The IPCC has provided us with a well-researched, carefully-presented assessment of the costs, risks and 
opportunities of renewable energy sources. It provides a systematic analysis and scientific assessment of the 
current knowledge about one of the most promising options to cut emissions of greenhouse gases and to 
mitigate climate change.”

– Lord Nicholas Stern, IG Patel Professor of Economics & Government, 
London School of Economics and Political Science

“Renewable energy can drive global sustainable development. The Special Report comes at the right time 
and offers insights and guidance to strongly facilitate the change of our industrial metabolism.”

– Klaus Töpfer, IASS Potsdam – Institute for Advanced Sustainability Studies

“There may be a number of ways to achieve a low-carbon economy, but no pathway has been as thoroughly 
and comprehensively explored as the range of possible contributions of renewable energy sources towards 
achieving that goal contained in this IPCC Special Report.”

– John P. Weyant, Stanford University

C limate change is one of the great challenges of the 21st century. Its most severe impacts may still be 
avoided if efforts are made to transform current energy systems. Renewable energy sources have a large 

potential to displace emissions of greenhouse gases from the combustion of fossil fuels and thereby to mitigate 
climate change. If implemented properly, renewable energy sources can contribute to social and economic 
development, to energy access, to a secure and sustainable energy supply, and to a reduction of negative 
impacts of energy provision on the environment and human health.

This Special Report on Renewable Energy Sources and Climate Change Mitigation (SRREN) impartially 
assesses the scientific literature on the potential role of renewable energy in the mitigation of climate 
change for policy makers, the private sector, academic researchers and civil society. It covers six renewable 
energy sources – bioenergy, direct solar energy, geothermal energy, hydropower, ocean energy and wind 
energy – as well as their integration into present and future energy systems. It considers the environmental 
and social consequences associated with the deployment of these technologies, and presents strategies to 
overcome technical as well as non-technical obstacles to their application and diffusion. The authors also 
compare the levelized cost of energy from renewable energy sources to recent non-renewable energy costs.

The Intergovernmental Panel on Climate Change (IPCC) is the leading international body for the assessment 
of climate change. It was established by the United Nations Environment Programme (UNEP) and the World 
Meteorological Organization (WMO) to provide the world with a clear scientific view on the current state of 
knowledge in climate change and its potential environmental and socioeconomic impacts.

The full Special Report is published by Cambridge University Press (www.cambridge.org) and the digital version 
can be accessed via the website of the IPCC Secretariat (www.ipcc.ch) or obtained on CDRom from the IPCC 
Secretariat. This brochure contains the Summary for Policymakers and the Technical Summary of the report.
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